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Preface

The International Conference TSD 2007 presented state-of-the-art technology
and recent achievements in the field of natural language processing. It declared
its intent to be an interdisciplinary forum, intertwining research in speech and
language processing with its applications in everyday practice. We feel that the
mixture of different approaches and applications offered a great opportunity to
get acquainted with the current activities in all aspects of language communica-
tion and to witness the amazing vitality of researchers from developing countries
too. The financial support of the ISCA (International Speech Communication
Association) enabled the wide attendance of researchers from all active regions
of the world.

This year’s conference was the 10" event in the series on Text, Speech, and
Dialogue, originated in 1998, and it was partially oriented towards language
modeling, which was chosen as the main topic of the conference with the aim to
celebrate the forthcoming 75th. birthday of the general chair of the conference
Frederick Jelinek. All other invited speakers (Eva Hajicovd, Heinrich Niemann,
Renato De Mori and David Nahamoo) read the lectures celebrating mainly the
above mentioned jubilee of the founder of our conference. Also several appendant
actions of the conference were dedicated to this celebrational aim.

This volume contains a collection of the papers presented at the conference
organized by the Faculty of Applied Sciences of the University of West Bohemia
in Pilsen in collaboration with the Faculty of Informatics, Masaryk University
in Brno, and held in the new Primavera Conference Center in Pilsen, September
3-7,2007. Theoretical and more general contributions were presented in common
(plenary) sessions. Problem oriented sessions as well as panel discussions then
brought together the specialists in limited problem areas with the aim of ex-
changing the knowledge and skills resulting from research projects of all kinds.
Each of the submitted papers was thoroughly reviewed by three members of
the conference reviewing team consisting of more than 40 top specialists in the
conference topic areas. A total of 80 accepted papers out of 198 submitted, alto-
gether contributed by 215 authors and co-authors, were selected for presentation
at the conference by the program committee and then included in this book.

We would like to gratefully thank the invited speakers and the authors of the
papers for their valuable contributions and the ISCA for its financial support.
Last but not least, we would like to express our gratitude to the authors for
providing their papers on time, to the members of the conference reviewing
team and program committee for their careful reviews and paper selection, to
the editors for their hard work in preparing this volume, and to the members of
the local organizing committee for their enthusiasm in organizing the conference.

Oth

June 2007 Viaclav Matousek
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About Plzen (Pilsen)

The New Town of Pilsen was founded at the confluence of four rivers — Rad-
buza, Mze, Uhlava and Uslava — following a decree issued by the Czech king,
Wenceslas II. He did so in 1295. From the very beginning, the town was a busy
trade center located at the crossroads of two important trade routes. These
linked the Czech lands with the German cities of Nuremberg and Regensburg.

In the 14" century, Pilsen was the third largest town after Prague and Kutna
Hora. It comprised 290 houses on an area of 20 ha. Its population was 3,000 in-
habitants. In the 16" century, after several fires that damaged the inner center of
the town, Italian architects and builders contributed significantly to the changing
character of the city. The most renowned among them was Giovanni de Statia.
The Holy Roman Emperor, the Czech king Rudolf II, resided in Pilsen twice
between 1599-1600. It was at the time of the Estates revolt. He fell in love with
the city. He even bought two houses neighboring the town hall and had them
reconstructed according to his taste.

Later, in 1618, Pilsen was besieged and captured by Count Mansfeld’s army.
Many Baroque style buildings dating to the end of the 17*" century were designed
by Jakub Auguston. Sculptures were done by Kristian Widman. The historical
heart of the city — almost identical with the original Gothic layout — was declared
protected historic city reserve in 1989.

Pilsen experienced a tremendous growth in the first half of the 19*" century.
The City Brewery was founded in 1842 and the Skoda Works in 1859. With the
population of 175,038 inhabitants, Pilsen prides itself on being the seat of the
University of West Bohemia and Bishopric.

The historical core of the city of Pilsen is limited by the line of the former
town fortification walls. These gave way, in the middle of the 19*" century, to
a green belt of town parks. Entering the grounds of the historical center, you
walk through streets that still respect the original Gothic urban layout, i.e., the
unique developed chess ground plan.

You will certainly admire the architectonic dominant features of the city.
These are mainly the Church of St. Bartholomew, the loftiness of which is ac-
centuated by its slim church spire. The spire was reconstructed into its modern
shape after a fire in 1835, when it had been hit by a lightening bolt during a
night storm.

The placement of the church right within the grounds of the city square
was also rather unique for its time. The church stands to right of the city hall.
The latter is a Renaissance building decorated with graffiti in 1908-12. You will
certainly also notice the Baroque spire of the Franciscan monastery.

All architecture lovers can also find more hidden jewels, objects appreciated
for their artistic and historic value. These are burgher houses built by our ances-
tors in the styles of the Gothic, Renaissance or Baroque periods. The architecture



X Organization

of these sights was successfully modeled by the construction whirl of the end of
the 19'" century and the beginning of the 20" century.

Thanks to the generosity of the Gothic builders, the town of Pilsen was pre-
destined for free architectonic development since its very coming to existence.
The town has therefore become an example of a harmonious coexistence of ar-
chitecture both historical and historicizing.

Sponsoring Institutions

International Speech Communication Association (ISCA)
Czech Society for Cybernetics and Informatics (CSKI)
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Language Modeling with Linguistic Cluster Constraints

Frederick Jelinek and Jia Cui

Center for Language and Speech Processing,
The Johns Hopkins University, Baltimore, USA

Abstract. In the past, Maximum Entropy based language models were con-
strained by training data n-gram counts, topic estimates, and triggers. We will
investigate the obtainable gains from imposing additional constraints related to
linguistic clusters, such as parts of speech, semantic/syntactic word clusters, and
semantic labels. It will be shown that there substantial profit is available provided
the estimates use Gaussian a priori statistics.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, p. 1, 2007.
(© Springer-Verlag Berlin Heidelberg 2007



Some of Our Best Friends Are Statisticians

Jan Haji¢ and Eva Hajicova

Institute of Formal and Applied Linguistics, Charles University in Prague,
Malostranské ndm. 25, CZ-11800 Prague, Czech Republic
{hajic,hajicova}@ufal.mff.cuni.cz

In his LREC 2004 invited talk when awarded by the first ever Antonio Zampolli prize
for his essential contributions to the use of spoken and written language resources,
Frederick Jelinek has used the title “Some of My Best Friends Are Linguists”. He did
so for many reasons, one of them being that he wanted to remove the perception that he
dislikes linguists and linguistics after so many people used to cite his famous line from
an old presentation at a Natural Language Processing Evaluation workshop in 1988, in
which he said “Whenever I fire a linguist our system performance improves.”

We linguists (at least in Prague) have never struck back with a similar line. However,
counterexamples abound in cases where statistics as currently (and at that time) im-
plemented simply “cannot work™, and these counterexamples have been cited by many
people (not just linguists) many times.

In any case, we have paraphrased his title today. It is intentional, since we realized
that (punch lines aside) there were lessons to be learned from this seemingly “counter-
linguistic war”.

Of course, it was never really a war... but we have to mention here one real war,
during which the history of computational linguistics as a “‘joint venture” between math-
ematics, computing and linguistics began: The World War II. During this war, we saw
the first true, successful and to a certain extent, pretty decisive application of machines
to linguistic problems: the “‘computing machine” (called “Bombe”) helped Alan Turing
and his colleagues in their Bletchley Park offices to break the German Military Enigma
code (which was used to convey important command messages originally expressed in
the German language, of course), leading to many successful Allied operationsﬂ More-
over, despite using computing machinery, he has used some of the linguistic properties
of language usage to help this otherwise computationally very complex task.

After the war, when focus shifted to the cold war realities, we can read in Warren
Weaver’s letter to Norbert Wiener in March 1947: “When I look at an article in Russian,
I say: *This is really written in English but it has been coded in some strange symbols.
I will proceed to decode it.” ” (quoted in [38], p. 18). These 31 words describe in an
excellent abbreviation the prevailing approach in statistical modeling that was started
“for real” (after computers gained enough power to really implement such things) in

! The first steps in breaking the Enigma code were in fact done by three Polish mathematicians
who in 1939 handed their findings over to France and Britain. The code-breaking effort was
later (mid-1943 onwards) greatly expanded in the US at the NCR Corporation to handle the
more advanced version of the German Enigma, enabling to break the German Navy messages
almost in “real time”.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 2 2007.
(© Springer-Verlag Berlin Heidelberg 2007



Some of Our Best Friends Are Statisticians 3

the early 80s at places like CMU and Fred Jelinek’s team at IBM Research in Yorktown
Heights. This approach simply turns the given problem around and looks at the problem
rather as an information-theoretic decoding problem. After all, from this point of view
there is obviously no difference in the “signal” that goes through the proverbial “noisy
channel”, being it texts, words, grammatical information, speech signal, or the now-
abandoned Morse signal.

However, between the mid-50s and early 80s there was a totally different paradigm
being used in Natural Language Processing, the one started by Chomsky in his Syn-
tactic Structures book published in 1957. It was the formal linguistic approach that has
led to many theories and many implementations of various tools and problems, without
real solutions and fully working systems. To do justice to this “new paradigm” of lin-
guistics, as it is sometimes labeled, we should admit that its initiators did not claim to
offer theoretical background for computerized natural language systems. Quite on the
contrary: Chomsky (and many of his followers throughout the time) even explicitly dis-
couraged anyone from taking the statistical or information-theoretic approach by quite
harshly dismissing any such attempts.

It thus required quite a courage to stand up against this prevailing view. It is no
surprise that it has come not from the core NLP community, but from the Automatic
Speech Recognition area, which had been typically separate from the NLP itself (sadly
enough, it still is). IBM Research group under Fred Jelinek’s leadership realized (and
experimentally showed) that linguistic rules and Artificial Intelligence techniques had
inferior results even when compared to very simplistic statistical techniques. This was
first demonstrated on phonetic baseforms in the acoustic model for a speech recog-
nition system, but later it became apparent that this can be safely assumed almost
for every other problem in the field (e.g., Jelinek and Jelinek, Bahl and Mer-
cer [22]). Statistical learning mechanisms were apparently and clearly superior to any
human-designed rules, especially those using any preference system, since humans are
notoriously bad at estimating quantitative characteristics in a system with many param-
eters (such as a natural language). It was at that time when the linguists’ work was
deemed counterproductive—because supported by too simple performance evaluations—
and when firing linguists became a popular matter.

Textual Natural Language Processing applications followed soon, started with an ap-
plication of Hidden Markov Models for part-of-speech tagging (Bahl and Mercer [1]],
followed in 1988 by Ken Church’s PARTS system [[10]]) and (again) within Fred Je-
linek’s group at IBM Research by the now famous Candide statistical machine transla-
tion system from French to English, which relied heavily (and at the beginning, almost
exclusively) on statistical information derived from parallel texts (Brown et al. [7] and
Berger et al. [4]) [

Even though fiercely opposed by many in the field (Peter Brown, the leading scientist
in the Candide machine translation project, had an amazing Coling-1990 hand-written
flameful review framed in his office, and Bob Mercer, another member of the Can-
dide group, was called “the world’s biggest dreamer” at a MT conference in Garmisch-
Partenkirchen in Germany in 1987 by some leading MT specialists of that time), the
numbers talk clearly: whereas there was only 1 statistical paper at the ACL conference

% The Canadian Hansards, transcripts of parliamentary debates in the Canadian Parliament.
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in 1990 (out of 40 accepted papers), in Sapporo 2003 there were 48 such papers (over
three fourth of the papers accepted). It’s probably even more today—and the “Empirical
Methods in NLP” conference, devoted exclusively to the use of statistical methods in
NLP (which started 12 years ago as a workshop on using very large corpora), has now
the same length and almost the same size as the main ACL conference itself.

This all might seem to lead to almost immediate (or near-future) death of “clas-
sical” rule- or “AI”-based computational linguistics and natural language processing.
The more so, given that corpora grow larger and larger and some people are expressing
even more dramatic view of the future in this field. Starting with citing Bob Mercer’s
“There are no data like more data” (said already in 1985), we can point to Eric Brill’s
talk at North American ACL in 2001 in Pittsburgh where he essentially claimed that
linguistics is dead and that we “shouldn’t think, but use machine learning on large cor-
pora” and “if we really have to think, we should think about how to get more data” (Brill
[6] and Banko and Brill [2]], [3]]). At Eurospeech in Geneva in 2003, Ken Church
went even further and said that in the area of part-of-speech tagging “if all the money
spent on developing better [statistical] methods went to annotating corpora, we would
almost surely have had better taggers today”. And Franz Josef Och has demonstrated (at
this year’s North American ACL conference) that improvement in machine translation
still continues if its language model training data size increases even from hundreds of
billions of words to almost a trillion [28].

Not so. We all should read very carefully what all these visionaries and undoubtedly
great minds of Speech and Natural Language Processing have said—either explicitly or
between the lines. Fred Jelinek himself says (in the Award talk [21]]) that “my colleagues
and I always hoped that linguistics will eventually allow us to strike gold”. The recent
Franz Josef Och’s presentation about the trillion-word language model also showed
that the gains no longer follow the logarithmic growth we used to take for grantedﬁ
Eric Brill’s provocative talk which was (when read only superficially) dismissing lin-
guistics and even algorithm research almost absolutely only experimented with pseu-
doproblems that just need plain text data, which are easy to find. It is an unfortunate
fact that problems that lead to using plain text data for statistical modeling and learning
are only a minority in the portfolio of important computational linguistics issues. In the
majority of problems, however, we need more or less profound linguistic expertise to
at least divide the problem into manageable parts. For example, in machine translation
today we need to lemmatize and identify (at least) “phrases”—indeed, very linguistic
phenomena. For predicate extraction, we need to know at least some aspects of the syn-
tactic structure of the sentence. For word sense disambiguation, we need to know which
senses of the words in question to disambiguate. And even in speech recognition, where
plain text language modeling solves half of the problem, we need transcripts of what
has been said. Ken Church was comparing algorithms and methodology to annotating
of data, again a linguists’ task—or at least a process of linguistic interpretation of plain
text, albeit (in his case) a relatively simple one (for English).

We are not disputing the vision that (possibly) machines will be able to simulate
human mind perfectly (and perhaps better than humans themselves) and (re)discover

3 “Logarithmic growth” means a constant improvement of performance when training data is
doubled.
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everything in linguistics (and other such fields of science) from plain data. We would
like to argue “only” that this vision looks ahead to an extremely distant future and that
it will not even come true if computational linguistics is not viewed as an experimental
science and we act accordingly today. What does “experimental science” mean? Let’s
take physics: Newton and others in the Middle Ages observed and measured what they
could observe and measure. And then, they tried to explain the data they observed by
a set (the simplest possible setﬂ of mathematical equations and formulas. In a simi-
lar vein, astronomers observed the positions of stars relatively to the Earth and tried to
come up with formulas that would explain their movements, in this case without a possi-
bility to observably confirm their findings in the near future. Eventually they succeeded
and their findings were even later confirmed by new observations achieved thanks to
the possibility of outer space travel.

All well, but how can linguistics be ever looked at that way? What is an “obser-
vation” and “measurement” in linguistics? There are no objective criteria for anything
but plain text corpora and digitized speech recordings. For the rest, we have to use
intermediaries—and these intermediaries must be humans, humans with their intuition
about the relationship between the observed data (text or speech) and its meaning
through their understanding and interpretation. However, in order to provide “mea-
surable” data these intermediaries must also be able to formalize their interpretation
and understanding. We call such intermediaries annotators and the results of their work
are annotated linguistic data. Annotators and those who work on the formalization of
the problem and provide annotation support from both the linguistic and technical side
thus should be in the center of the current methodology in computational linguistics.

It is interesting to note that first annotated corpora were created at least 10 years
before the onset of using statistical methods in linguistics and intended for various
purposes, last but not least in the area of quantitative linguistics, which tries to find and
publish various statistics about language (such as word and letter counts, part-of-speech
and morphological phenomena relative to the lexicon etc.) but makes no attempt to use
those statistics for predictions and modeling. The first such known corpus is the Brown
corpusﬁ (of English), a one million token corpus published in the late 1960s, annotated
on the level of part-of-speech tags. As far as we know, tied for the second placeﬁ is the
Czech Academic Corpusﬂ published in the early 1970. This corpus was, again as far as
we know, the first large-scale corpus éwith 540,000 real word tokens) with systematic
annotation of most syntactic relations

4 Based on the ages-old principle of “Occam’s razor”: that scientific explanations should be as
simple as possible (but not simpler, obviously).

> Created at the Brown University, Providence, RI, USA, by a Czech emigrant Jindfich (later
known as Henry) Ku€era and Nelson Francis [14].

® Together with the Lancaster-Oslo-Bergen Corpus, published in 1970.

7 Created by the group of Marie T&itelov4 in the Institute of Czech Language of the Czechoslo-
vak Academy of Sciences.

8 The Czech Academic Corpus is now being restored and preserved, and its annotation is being
brought up to current standards—not just for historical reasons, but also to provide additional
compatible data for many morphological and syntactic experiments on Czech (see CAC 1.0,
athttp://ufal.mff.cuni.cz/rest and [37]; for some aspects of the restoration of
CAC see Ribarov et al. [30].
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We have to again mention Fred Jelinek, since it was his group who commissioned
in 1987 the first English large-scale syntactically annotated corpus—it was built in Lan-
caster in Britain after Geoffrey Leech and Geoffrey Sampson had built their first Tree-
bank there. The most famous and the most frequently used corpus in this area is the
one million word token Penn TreebanKJ, which was the first annotation project of the
then-established and now famous data creator and distributor, the Linguistic Data Con-
sortium associated with the University of Pennsylvania in Philadelphia, PA in the U.S.

Again, the first Treebank conceived as a dependency one from scratch was the Czech-
language Prague Dependency Treebank (PDT) published first in 2001 (For an outline of
the project, see Haji¢ [13]; for the latest version of PDT, see [[16]]). This treebank follows
the theory of the Functional Generative Description developed by Petr Sgall and his
collaborators at Charles University in Prague since the early 1960s (for the first accounts
see [33], [34]; for a more comprehensive treatment see Sgall et al. [@])E Dependency
style of annotation (obviously, also of parser output specification as used earlier) is seen
as more compact and economic yet closer to what we really want parsing to be used
for: information search, information extraction, predicate-argument structure etc. The
German-language Negra and later the Tiger corpus followed soon (see Brants et al. [3]],
[27]] and [36]]), as well as many smaller treebanks of other languages. The PropBank (see
Palmer, Gildea and Kingsbury [29]) and NomBank [26] projects for English, and the
Prague Dependency Treebank Version 2.0 [16] with its associated valency lexicon
(containing, for each valency-capable word sense, its labeled arguments and possible
surface form realizations both try to add more information on the meaning of the
sentence to the underlying syntactic structure annotation, albeit both in a different way.
The new version of the Czech-language Prague Dependency Treebank tries to interlink
several annotation tasks (morphology, underlying syntax, certain aspects of semantics,
co-reference, information structure) in a consistent way, again a world’s first — no such
treebank for English or another language exists yet.

Just to give an overall feeling about our vision of linguistic resources and without
going into any detail (for a more detailed discussion see the web page referred to be-
low and the references quoted there), we illustrate here on the example of the Prague
Dependency Treebank how we believe a good start of a development should look like.
PDT is an annotated collection of Czech texts, randomly chosen from the Czech Na-
tional Corpus [[12], with a mark-up on three layers: morphemic, surface shape (“ana-
lytical”) and underlying (“tectogrammatical”). The current version [16], annotated on
all three layers, contains 3165 documents (mainly from journalistic style) compris-
ing almost 50,000 sentences with over 830,000 tokens. The main concern of our lin-
guistically oriented research is the tectogrammatical level, on which every node of the
tectogrammatical (underlying) representation of the sentence (Tectogrammatical Tree
Structure, or TGTS) is assigned a label consisting of, e.g., the lexical value of the word,
of its “grammatemes” (i.e. the values of semantic categories typically displayed at the

? Created by the group led by Mitch Marcus and published by LDC in 1993 [23].

1% Though the origins of the dependency-based syntactic description are located in Europe, it
should be noted that one of the fundamental contributions to this view of underlying syntactic
structure is C. J. Fillmore’s “case theory” [13]; this is well documented by Robinson [31]], [32].

! For an independent and more elaborate Czech valency lexicon see [39]).
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morphological level, like (semantic) number, (semantic) tense, etc.), of its “functors”
(with a more subtle differentiation of syntactic relations by means of “subfunctors” (e.g.
inside, above, on-the-surface with the Locative functor), and the Topic-Focus Articu-
lation attribute containing values for contextual boundness (7 for a contextually bound
non-contrastive node, ¢ for a contextually bound contrastive node and f for a contextu-
ally non-bound node). It should be noted that only nodes for autosemantic lexical units
are included, the function words (appearing in the surface shape of the sentence) are be-
ing “hidden” and their contribution to the meaning of the sentence and to its underlying
syntax is captured by indices of different kinds within the complex labels of the nodes
(functors and grammatemes, see above).

In addition, some basic inter-sentential links are also added. It should be noted that
TGTSs may contain nodes not present in the morphemic form of the sentence in case
of surface deletions; TGTSs differ from the theoretically adequate rendering of tec-
togrammatical representation in that coordinating conjunctions are represented as head
nodes of the coordinated structures, which makes it possible for the TGTSs to constitute
two-dimensional trees.

It is our conviction that any modern linguistic theory has to be formulated in a way
that it can be tested by some objective means; one of the ways how to test a theory
is to use it as a basis for a consistent annotation of large language resources, i.e. of
text corpora. As our experience with PDT documents, annotation may concern not only
the surface and morphemic shape of sentences, but also (and first of all) the under-
lying sentence structure, which elucidates phenomena hidden on the surface although
unavoidable for the representation of the meaning and functioning of the sentence, for
modeling its comprehension and for studying its semantico-pragmatic interpretation.

Having annotated data at our disposal allows us to compare different implementa-
tions of our methods among themselves and to evaluate their results in terms of the
degree of agreement with the “gold truth”, or the “measured” reality (the formalized in-
terpretation of the plain text or speech recordings). This is a crucial point which allows
us to call computational linguistics an experimental science and put it among such sci-
ences as physics or astronomy. Moreover, using (the larger) part of the annotated data
for statistically-based machine learning takes computational linguistics a step further:
getting rid of the ineffective Al-style estimation of various weights, preferences and
such, which apparently can be much effectively estimated by the computer (for excel-
lent textbooks on this topic, see Charniak [8]], Jelinek [20], Manning and Schiitze [24]]
and Jurafsky and Martin [23]). So one might ask if there is any place today for linguis-
tics and linguists (apart from annotation)? The answer is a definite yes: machine learn-
ing today, especially for complex language applications, cannot be effectively solved
without a prescribed and relatively fixed model structure. For example, to solve the
problem of part of speech tagging, one must decide in advance (before we can ever start
the statistical training process) which features are important: Should we use the tags
assigned to the neighboring words in the process? Is it the word on the left or the word
on the right? How far can we go in the context? Which linguistic features to take into
consideration when designing the sets of tags? We cannot simply say to the machine
learner “please use any context and any combination of features and tell me which are
important” — there are simply too many. It is here where the statistician and programmer
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should really talk to the linguist(s) and come up with appropriate features. We know this
is hard, and we believe that this is where we currently owe each other the most[?

All statistical modeling aside, let us conclude with one simple prediction. Regard-
less of what Natural Language Processing methods will be in place in 5, 10, 25 or 50
years time, the golden statistical computational linguistics era will be credited with at
least one thing that has changed the field forever: objective evaluation. There will be
new evaluation metrics and procedures, there will be even new attempts to dismiss the
importance of evaluation as we know it today, there will be various re-incarnations of
the idea, the standards will move towards the evaluation of more complex systems and
even the simplest tools will be evaluated in the context of such systems, and not just
in isolation. But “blind” and objective evaluation, as relentlessly explained and pushed
forward by Fred Jelinek and some others already from the beginning of the 80s, will
stay. Statisticians will not protest; some linguists still may. However, we view this as an
achievement that has served well not just Computational Linguistics, but it is in fact in
all linguists’ and statisticians’ interest alike.

Long live evaluation, annotated corpora, cooperation between linguists and statisti-
cians, and first of all, long live Fred Jelinek!
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Some Special Problems of Speech Communication
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Abstract. We start with a brief overview of our work in speech recognition and
understanding which led from monomodal (speech only) human-machine dialog
to multimodal human-machine interaction and assistance. Our work in speech
communication initially had the goal to develop a complete system for question
answering by spoken dialog [7IT3]]. This goal was achieved in various projects
funded by the German Research Foundation [14] and the German Federal Min-
istry of Education and Research [16]]. Problems of multilingual communication
were considered in projects supported by the European Union [2/4I10]. In the
Verbmobil project the speech-to-speech translation problem was investigated and
it turned out that prosody and the recognition of emotion was important and ex-
tremely useful — if not indispensible — to disambiguate utterances and to influ-
ence the dialog strategy [3I17]. Multimodal and multimedia aspects of human-
machine communication became a topic in the follow-up projects Embassi [11],
SmartKom [[1]], FORSIP [12]], and SmartWeb [9].

The SmartWeb project [19], which involves 17 partners from companies, re-
search institutes, and universities, has the general goal to provide the foundations
for multimodal human-machine communication with distributed semantic web
services using different mobile devices, hand-held, mounted in a car or to a mo-
tor cycle. It uses speech and video signals as well as signals from other sensors,
e.g. ECG or skin resistance. A special problem in human-machine interaction and
assistance is the question whether the user speaks to the machine or not, that is,
the distinction of on- and off-talk. It is shown how on-/off-talk can be classified
by the combination of prosodic and image features. Using additional sensors the
user state in general is estimated to give further cues to the dialog control. This
may be used, for example, to avoid input from the dialog system in a situation
where a driver is under stress.

In other projects the special problem of children’s speech processing was con-
sidered [20]]. Among others it was investigated whether a manual correction of
automatically computed fundamental frequency Fp and word boundaries might
have a positive effect on the automatic classification of the 4 classes anger, moth-
erese, emphatic, and neutral; this was not the case, leading to the conclusion that
presently there is no need for improved Fy algorithms in emotion recognition.
The word accuracy (WA) of native and non-native English speaking children was
investigated; it was shown that non-native speakers (age 10 — 15) achieve about
the same WA as children aged 6 — 7 using a speech recognizer trained with native
children speech. The recognizer also was used to develop an automatic scoring
of the pronunciation quality of children learning English.

A special problem are impairments of speech which may be congenital (e.g.
the cleft lip and palate) or acquired by disease (e.g. cancer of the larynx). Impair-
ments are, among others, treated with speech training by speech therapists. They

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 11413]2007.
(© Springer-Verlag Berlin Heidelberg 2007
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score the speech quality subjectively according to various criteria. The idea is that
the WA of an automatic speech recognizer should be highly correlated with the
human rating. Using speech samples from laryngectomees it is shown that the
machine rating is about as good as the rating of five human experts and can also
be done via telephone. This opens the possibility of an objective and standardized
rating of speech quality.
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Abstract. This presentation will review the state of the art in spoken language
understanding. After a brief introduction on conceptual structures, early
approaches to spoken language understanding (SLU) followed in the seventies
are described. They are based on augmented grammars and non stochastic parsers
for interpretation.

In the late eighties, the Air Travel Information System (ATIS) project made evident
problems peculiar to SLU, namely, frequent use of ungrammatical sentences, hesita-
tions, corrections and errors due to Automatic Speech Recognition (ASR) systems. So-
lutions involving statistical models, limited syntactic analysis, shallow parsing, were
introduced.

Automatic learning of interpretation models, use of finite state models and classifiers
were also proposed. Interesting results were found in such areas as concept tags detec-
tion for filling slots in frame systems, conceptual language models, semantic syntax-
-directed translation, stochastic grammars and parsers for interpretation, dialog event
tagging.

More recent approaches combine parsers and classifiers and reconsider the use of
probabilistic logics. Others propose connectionist models and latent semantic analysis.
As interpretation is affected by various degrees of imprecision, decision about actions
should depend on information states characterized by the possibility of having compet-
ing hypotheses scored by confidence indicators. Proposed confidence measures at the
acoustic, linguistic and semantic level will be briefly reviewed.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, p. 14, 2007.
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Abstract. We present experiments with automatic annotation of English texts,
taken from the Penn Treebank, at the dependency-based tectogrammatical layer,
as it is defined in the Prague Dependency Treebank. The proposed analyzer,
which is based on machine-learning techniques, outperforms a tool based on
hand-written rules, which is used for partial tectogrammatical annotation of En-
glish now, in the most important characteristics of tectogrammatical annotation.
Moreover, both tools were combined and their combination gives the best results.

1 Introduction

Wall Street Journal collection (WSJ) is the largest subpart of the Penn TreebanK]. It
consists of texts from the Wall Street Journal, its volume is one million words and it is
syntactically annotated using constituent syntax.

The Prague Dependency Treebank (PDT), now in version 2.0 ([1])), is a long-term re-
search project aimed at a complex, linguistically motivated manual annotation of Czech
texts. It is being annotated at three layers: morphological, analytical, and tectogram-
matical. The Functional Generative Description theory ([2]]) is the main guidance for
principles and rules of annotation of PDT.

In Section[I] we briefly describe the layers and ways of annotation of PDT and WSJ
and the machine-learning toolkit used. The evaluation method used for reporting results
is given in Sect. 2l The algorithm used by our analyzer is described in Sect. 3] and we
propose our results and closing remarks in Sect. [l

1.1 Layers of Annotation of the Prague Dependency Treebank

At the morphological layer, shortly m-layer, the morphological lexical entry (repre-
sented by a lemma) and values of morphological categories (a morphological tag,
shortly m-tag, i. e. the combination of person, number, tense, gender, verbal voice, etc.)
are assigned to each word.

* This research was supported by the grant of the Grant Agency of the Czech Republic
No. 405/03/0913 and the Information Society project of the Grant Agency of the Academy
of Sciences of the Czech Republic No. 1ET101470416.

"http://www.cis.upenn.edu/~ treebank/,LDC Catalog No. LDC99T42.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 15221 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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At the second and third (analytical and tectogrammatical) layers of annotation, the
sentence is represented as a rooted tree. Edges usually represent the relation of de-
pendency between two nodes: the governor and the dependent. As some edges are of
rather technical character (e. g. those adjacent to nodes representing punctuation marks
at the analytical layer or those capturing coordination and apposition constructions), we
denote the pair of adjacent nodes with general terms “parent” and “child”.

Each token (word or punctuation) from the original text becomes a node at the ana-
lytical (surface-syntactic) layer, shortly a-layer, and a label (attribute) called analytical
function, shortly afun, is assigned to each node, describing the type of surface depen-
dency relation of the node to its parent. The original word order position of the corre-
sponding token is also kept as a separate attribute.

The tectogrammatical layer ([3]]), shortly t-layer, captures the deep (underlying)
structure of the sentence. Nodes represent only autosemantic words (i. e. words with
their own meanings); synsemantic (auxiliary) words and punctuation marks can only
affect values of attributes of the autosemantic words they belong to. Nodes may be cre-
ated for several reasons, e. g. when rules of valency “dictate” to fill ellipses. For the sake
of filling ellipses, nodes can also be copied. Relative position of nodes at the t-layer can
differ from the position of their counterparts at the a-layer, if they exist. At the t-layer,
as many as 39 attributes can be assigned to nodes. In the data, mainly the following
attributes are filled:

— (Deep) functor captures the tectogrammatical function of a node relative to its par-
ent, i.e. the type of the modification. Special functors are used for child-parent
relations that are of a technical nature.

— The t lemma attribute means “tectogrammatical lemma” and it arises from the
(morphological) lemma of the corresponding token or it has a special value. When
a node does not originate from the a-layer, the attribute has a special value indicat-
ing that it represents a general participant, or an “empty” governing verb predicate
and so on.

— For connecting the t-layer with the lower layers, a link to corresponding autose-
mantic word at the a-layer (if any) is stored in the a/lex.rf attribute, and links
to corresponding synsemantic words (if any) are stored in the a/aux . r £ attribute.

— Inthe val frame. rf attribute, the identifier of the corresponding valency frame,
which is kept in a separate valency lexicon, is stored.

— The is member attribute states whether the node is a member of a coordination.

— The is generated attribute expresses whether the node is new at the t-layer.
When set, it does not necessarily mean that the node has no counterpart at the a-
layer, since it can be a “copy” of another t-layer node and more nodes can refer to
one a-layer node through their a/lex. r f attribute.

1.2 Dependency Annotation of the Penn Treebank

An analyzer ([4]) has been developed for the annotation of PDT-like annotated Czech
texts at the t-layer, given the annotation at the m-layer and the a-layer. In order to
be able to use it for English constituency-annotated data, we created the clone of the
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analyzer and we converted and annotated the data by respective sequence of compo-
nents of TectoMT (the used version is from March 2007), an unpublished automatic
system developed by Zdengk Zabokrtsky (his early experiments in this field are de-
scribed in [3]]). The system creates annotation layers as similar to the Czech ones as
possible; for English, guidelines exist for the tectogrammatical annotation only and are
presented in [6]].

Each word from an input text gets its (morphological) lemma and tag. The text is
processed by a parser, which appoints its phrase structure and the head of each phrase.
The heads are then repaired by hand-written rules so that they correspond better to
principles used when annotating Czech texts. Using this information, the annotation
at the so called phrase layer, shortly p-layer, is created: it corresponds to the m-layer
enriched with phrase structure.

Technical conversion of p-layer phrase structures into the a-layer is performed using
the information about phrase heads (roughly speaking, the head of a phrase becomes
the parent of the other nodes in the phrase). This a-layer is the same as in PDT, but
the values of afuns are not filled. Since our analyzer relies on afuns heavily, we had to
approximate them. The best results were obtained with the following approach: if the
terminal node is a head of some phrases, the tag of the smallest phrase is used as its
afurH; otherwise, the m-tag of the terminal is used. Data in this state of annotation are
the input of our analyzer.

Partial tectogrammatical annotation is created by—and our analyzer is compared
to—another set of components of TectoMT, which applies hand-written rules using in-
formation from lower layers: it deletes synsemantic nodes and copies some information
from them into the governing autosemantic nodes; it assigns functors on the basis of
lemmas, m-tags and function tags; and it adds new nodes in a few cases. Human anno-
tators correct and complete only the tectogrammatical annotation, not the annotation at
the lower layers.

1.3 fnTBL

For the machine learning part of our tool, we have chosen, mainly for its speed and
relatively low memory consumption, the fnTBL toolkit ([[7]), a fast implementation of
the transformation-based learning mechanism. However, the toolkit is aimed at classi-
fication tasks only and is not capable of processing tree structures; how we overcame
these drawbacks is described at appropriate places.

The rules which the toolkit learns are specified by rule templates which have to be
designed manually before the learning can start. A rule template is a subset of possible
names of features together with the name of a feature that bears information about the
class the sample belongs to (since it is possible to perform more classification tasks
at once). A rule is an instance of a template: particular values are assigned to all the
features. The rule is interpreted in the following way: a sample belongs to the given
class if the given features have the given values.

2 If function tags are filled, which is the case only when human-annotated data are used (see
Sect.[), the function tag of the phrase used is appended to the phrase tag.
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2 Evaluation

Since two tectogrammatical trees constructed over the same sentence do not necessarily
contain the same number of nodes, the first step of evaluation must be the alignment of
nodes: a node from one tree is paired with a node from the other tree and each node is
a part of at most one such pair. Only after that step, attributes of the paired nodes can be
compared. The evaluation is based on our own alignment procedure, but its description
is beyond the scope of this paper.

We define precision, P, for any attribute assignment to be the number of pairs where
both nodes have a matching value of the attribute divided by the total number of nodes
in the test annotation; and we define recall, R, as the number of pairs with the correct
value of the attribute divided by the total number of nodes in the correct, human-revised
annotation. We also report F-measure, F': it is, as usual, the equally weighted harmonic
mean of precision and recall.

When we want to compare the structure, we have to slightly modify this approach.
We define a node to be correctly placed if the node and its parent are aligned and the
counterpart of the parent of the node in question is the parent of the counterpart of
the node in questionE Then the numerator of the fractional counts from the paragraph
above is the number of correctly placed nodes.

The a/aux.rf attribute is a set attribute holding unordered links to several nodes
of the a-layer and thus it requires special treatment. In order not to complicate the
evaluation, we evaluate it en bloc and consider it to be correct only if the whole set of
links matches its counterpart from the correct annotation.

3 The Algorithm

The tectogrammatical attributes set by our tool are divided into two groups. The first
group consists of those with values assigned based on training: structure, functor,
t lemma,and val frame.rf.The remaining attributes—a/aux.rf,a/lex.rf,
is generated, and is member — are, mainly due to their rather technical than
linguistic nature, being set by hand-coded procedures of the tool.

When we want to process the tree structures by the fnTBL toolkit, we have to convert
features of a set of nodes (e. g. of children of a node) to fixed-size pieces of information.
The biggest disadvantage of this conversion is that the toolkit cannot employ the tree
structure in its current state—it remains the same during the whole process of training
or classification and cannot be modified until the process is finished.

Not only for this reason, we split the processes of training and classification into
several phases. After each phase of processing, a set of trees being processed is modified
according to the rules used by this phase and the modified trees then serve as the input
for the next phase. After analysing the data carefully, we split the process into four
phases; their description and intended aim follows.

1. Deletion of nodes (synsemantic words or majority of punctuation) and assignment
of functors to the remaining nodes;

3 Informally, the “same” node has to depend on the “same” parent in both trees.
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2. relocation of nodes (mainly rhematizers and phrases having different structure at
the a-layer and the t-layer), copying of nodes (filling ellipses), and creation (inser-
tion) of “inner” nodes (again, filling ellipses); assignment of functors of copied or
newly created nodes;

3. creation of leaf nodes (missing valency modifications) and assignment of their func-
tors; assignment of the val frame.rf attribute;

4. assignment of the t lemma attribute.

3.1 Phase 1: Deletion of Nodes and Assignment of Functors

Assignment of functors to nodes is an elementary classification task. It can easily
involve the task of deletion of nodes by assigning a special functor value meaning
“deleted” as well. However, when a node to be deleted has children, one of them should
take its place and become the new parent of its siblings. We call this node successor.
That is why we enriched the rule templates with another type: deleting the parent of
a node together with appointing this node the successor of its parent. Both types of rule
templates have to exist, since the second type cannot cause the deletion of leaf nodes.
A node is deleted if a rule of any type states so. If the node has children and its
successor is not appointed, it is deleted only if it has the only child (which is not to be
deleted as well)—and this child becomes its successor. Otherwise, the node is retained.
For both types of rules we used lemmas, afuns, and m-tags of the node in question, of
its parent and of its grandparent. Rule templates can contain four features at maximum.

3.2 Phase 2: Relocation, Copying and Creation of Nodes

The transformations this phase should perform are rather complex; therefore, we de-
scribe each of them with a single formula as a subtree-to-subtree transformation. A
transformation is the smallest possible, i. e. besides nodes being created, deleted, copied
or moved, only nodes required in order for the original and resultant structures to be
trees are involved in it.

We explain the mechanism on two (real) transformations. The first one is
A(B,C,D)->D(B,C)+ADVP-TMP+VP | D. Each node is denoted with a letter and
its children follow it in parentheses. Siblings on the left side of a transcription follow
their surface order. The whole transformation is recorded at its node B. Since these
pieces of information may not suffice to fully characterize C and following nodes, their
afuns, serving as their identification, are attached (after the last parenthesis). In the ex-
ample, the nodes C and D have afuns ADVP-TMP and VP. When a node is deletedﬂ its
successor node is given as well (after the | sign). In the example, the successor of the
node A is the node D. With the second transformation A (B) ->=* (A, B) : LOC, another
phenomenon is illustrated: a new node is denoted with an asterisk and its functor is at-
tached (after the colon). A lowercase letter (not present in the examples) denotes a copy
of the node with the uppercase variant of the same letter; the functor of such node can
have a special value meaning “the same functor as the original node has”.

* This is given implicitly: it occurs on the left side, but not on the right side.
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Although it would be the best if fnTBL had access to features of all the nodes in-
volved in a transformation, variable and possibly high number of the nodes needs a com-
promise solution. After exploring the most frequent transformations occurring in the
data, we decided to use features of five groups of nodes: the node in question (B), its
parent (2), its children, its left siblings and its right siblings. Attributes from all the lay-
ers, namely lemma, m-tag, afun, and functor, are chosen as features; and where there
are more nodes in a group, the respective values are merged into one string and con-
sidered to be atomic. This way we got 20 feature types. Each template contains at most
five features and each group of features is represented by at most two of its features in
a template.

3.3 Phase 3: Creation of Leaf Nodes and val frame.rf Assignment

Although the val frame.rf attribute contains a link into the valency lexicon to a de-
scription of the valency frame of a word, we do not use this attribute for the assignment
of valency modifications. The most important reason for not doing so is that the infor-
mation in the valency lexicon is not complete: there are some very complex rules for
transforming valency frames depending on certain properties of the word in question or
of its valency members (e. g. passivization), and since they are the same for all valency
frames, they are not expressed in the valency lexicon.

If we could determine the valency frame of a word at its occurrence, adding missing
obligatory valency slots would be simple. However, we can learn valency frames from
a corpus directly only with difficulties, since certain valency member which is some-
times present and sometimes not may indicate, on one hand, the only valency frame
with the member being optional, or, on the other hand, two frames: the first one with
the member being obligatory, and the second one without it at all. That is why we make
decisions about the obligatoriness of a valency member one by one: each functor corre-
sponds to one feature which states whether (or, in case of free modifications, how many
times) a member with the functor should occur at an occurrence of a word. From the 65
functors, only 18 were chosen: those occurring at least twice in the training data at nodes
that are new at the t-layer and that have no children, i. e. at potential valency members.

The set of features used in templates consists of a lemma (since valency is the prop-
erty of a word) and m-tag (since part of speech is encoded there, which can partially
characterize valency, e. g. a verb usually has its actor; besides, it contains verbal voice,
which also affects the valency frame). Every rule template consists of either lemma, or
m-tag, or both of them.

If a wrong functor was assigned to a valency member in Phase 1, an extra error can
occur by creating a superfluous node with the correct functor. In order to avoid it, we
created rule templates for correcting the functors as well. Corrections are recorded at
the node being altered and the following information is used in rules: the lemma of
the word which valency frame we are interested in of, and the functor, the morphemic
realization, and the lemma (hopefully useful for the identification of phrases) of the
valency member. Each rule template contains either the functor, or the morphemic real-
ization of a valency member; it can also contain the lemma of the valency member, or
of its parent, or of both.

3 This is also called “subcategorization information”.
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The morphemic realization contains roughly the same information as in the tradi-
tional description of valency frames: lemmas of all nouns, prepositions, subordinating
conjunctions and possessive endings being auxiliary words; and part of speech of the
synsemantic word (distinguishing only verbs, nouns, pronouns, adjectives, adverbs, and
numerals).

When applying rules, functors are repaired first, then the number of valency members
is determined, those missing in a tree are created and their functors are set. When there
is an extra node, it is not deleted.

3.4 Phase 4: Assignment of the t 1emma Attribute

For the assignment of the t lemma attribute, different pieces of information are im-
portant depending on whether a node originates from the a-layer or not. In order to be
able to design separate sets of templates for both cases, we divided the task into two
classifications; only one of them is performed for each node.

For a node originating from the a-layer, there are three templates: the first one consid-
ers only its lemma. The second one considers lemmas of synsemantic words belonging
to the node in question as well (this is useful in case of verbs with particles). The third
one considers the m-tag of the node only.

For a node not originating from the a-layer, there are two templates. Both of them
contain the functor of the node; one of them contains the m-tag of the parent of the node
as well.

4 Results and Closing Remarks

The table below summarizes the F-measure of results of our experiments. We present
results for both machine-annotated data and for data adopted from WSJ, i. e. those with
human-annotated m-tags, phrase structure and function tags; for these data, the respec-
tive steps of annotation described in Subsect. were left out. In all cases, the same
test data were used and they consisted of 7,605 tokens in 318 sentences. The set used
for training of our tool consisted of 50,362 tokens in 2,013 sentences.

First, figures for baseline annotations are presented. The baselines were created from
lower layers of an annotation in the following way. Structure, t lemma (identical to
morphological lemma), and i s member were adopted from the a-layer. Links to the
a-layer and the is generated attribute were then set in an obvious way. All func-
tors were set to RSTR, their most common value, and the val frame.rf attribute
remained empty.

Then, we present results for TectoMT and our analyzer. Moreover, these tools were
combined in the following way: the t-layer annotation created by TectoMT was the input
of our tool instead of the a-layer annotation. The rule templates in Phase 1 were altered
to take advantage of the pre-annotation: the functors of used nodes and morphemic
realization of the node in question were added.

Our tool clearly outperforms TectoMT in structure and functors, which are the most
important characteristics of tectogrammatical annotation. It turned out that the tool
originally aimed at Czech can analyze English after relatively small changes as well.
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machine-annotated human-annotated
attribute base T™T our cmbn base TMT our cmbn
structure 53.0% 78.6% 80.3% 80.1% 55.0% 82.1% 84.1% 85.0%
functor 183% 57.0% 65.6% 703% 17.8% 57.7% 71.6% 71.9%
val frame.rf 66.8% 78.7% 84.6% 84.5% 66.1% 80.0% 852% 86.1%
t lemma 654% 912% 90.3% 90.3% 64.0% 93.6% 922% 93.4%
a/lex.rf 742% 92.8% 933% 93.1% 71.8% 94.0% 94.6% 95.2%
a/aux.rf 47.0% 66.0% 682% 68.2% 452% 93.0% 822% 92.7%

is member 733% 87.1% 88.8% 88.6% 73.0% 88.0% 90.5% 91.0%
is generated 743% 92.6% 921% 927% 71.9% 93.8% 933% 951%

Fig. 1. The F-measure of results of baseline annotation (base), TectoMT (TMT), our analyzer
(our) and the combination of both tools (cmbn); the best results in each category are typed bold

Moreover, we can expect an improvement of the results of our analyzer when more
training data are available. However, the combination of both tools is what gives the
best results.
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Abstract. This paper studies the problem of name ambiguity which concerns
the discovery of the different underlying meanings behind a name. We have de-
veloped a semantic approach on the basis of which a graph-based clustering al-
gorithm determines the sets of the semantically related sentences that talk about
the same name. Our approach is evaluated with the Bulgarian, Romanian, Span-
ish and English languages for various couples of city, country, person and or-
ganization names. The yielded results significantly outperform a majority based
classifier and are compared to a bigram co-occurrence approach.

1 Introduction and Related Work

The phenomenon of building multiple alternative linguistic structures for a single input
is called ambiguity [[1]]. This problem forms part of many Natural Language Processing
(NLP) tasks such as part-of-speech (POS) tagging where one and the same word “wa-
ter” can refer to the noun or the verb form, or word sense disambiguation where the
meaning of the word “plant” depends on the context in which it is utilized, or syntactic
analysis where a sentence can have more than one parsing tree.

Presently, researchers have developed various approaches for the resolution of these
NLP tasks, however there are few approximations for the resolution of name ambiguity.
This problem forms part of search engines, information retrieval and question answer-
ing systems. The difficulty of the task depends on the number of underlying names
behind an ambiguous name. For instance, a search about “Michael Hammond” leads to
several different individuals who are all professors at the University of Arizona, War-
wick, Toronto or Southampton. The question is which one of these referents we are
actually looking for and interested in. The resolution of name ambiguity can help us
identify the relevant name and also improve the performance of the search engine.

Early work in the field of name disambiguation is that of [2] who proposed a cross-
document coreference resolution algorithm which uses vector space model to resolve
the ambiguities between people sharing the same name. The approach is evaluated on
35 different mentions of John Smith and reaches 85% f-score. Another approach for
the discovery of the underlying meanings of a name is that of [3]]. They collected in-
formation from the web such as age, date of birth, family relationships, associations
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with other entities in order to create feature vectors characterizing the names. Then this
information is used by an agglomerative clustering algorithm to separate the different
individuals according to their category.

[4] collect sentences with polysemous words, mingle them together and later iden-
tify the name which refers to the sentence. They developed a bigram co-occurrence
approach that captures indirect relations such as workplace and ergonomics from the er-
gonomics science and workplace science co-occurrences. The second order vectors are
used to cluster the sentences and thus disambiguate the conflated names. Their approach
is initially evaluated in English, but later on [5] proved to obtain similar performance
with the Bulgarian, Romanian and Spanish languages. Apart from the static corpus, [[6]
explored the Web as corpus for person name disambiguation. They observed the effect
of the training data feature selection versus the data in which the ambiguous names oc-
curred, as well as the impact of different association measures for the identification of
lexical features. The performance of the method ranges from 66 to 95% depending on
the ambiguous name pairs.

Considering the pros and cons of the previously developed name disambiguation ap-
proaches, we decided to use semantic information and to group together the sentences
that have strong semantic similarity. Our hypothesis is that sentences talking about the
same fact or event are highly probable to refer to the same name. To our knowledge, this
is the first approach which takes advantage of exploiting Latent Semantic Analysis for
the resolution of the name disambiguation problem. An advantage of our approach is
that it does not consider any manually annotated data, dictionary or biographic informa-
tion, but rather a set of text snippets containing the ambiguous names. Moreover, given
the ample presence of the freely available texts, it is easy to evaluate the effectiveness
of our approach and to prove its multilingual issue by conducting series of exhaustive
evaluations with the Bulgarian, Spanish, Romanian and English languages.

2 Name Disambiguation with Semantic Information

In the core of our approach lays Latent Semantic Analysis (LSAﬂ [7] which is a knowl-
edge induction and representation technique, where the similarity of the meaning of the
words or the passages is established on the basis of the analysis of large text corpora.
LSA estimates the similarity on the basis of mathematical analysis from where the
deeper “latent” semantic relations between the words are inferred. Such method is con-
sidered better than the simple frequency, co-occurrence counts or correlations, because
it can relate sentences that express the same meaning expressed by different words such
as synonyms, antonyms among others.

The first step in LSA is to represent explicitly terms and documents in a rich, high
dimensional space, allowing the underlying “latent”, semantic relationships between
terms and documents to be exploited. LSA relies on the constituent terms of a docu-
ment to suggest the document’s semantic content. However, the LSA model views the
terms in a document as somewhat unreliable indicators of the concepts contained in the
document. It assumes that the variability of word choice partially obscures the semantic
structure of the document.

! http://infomap-nlp.sourceforge.net/
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The second step in LSA is to reduce the dimension of the term-by-document space,
so that the underlying, semantic relationships between the documents are revealed, and
much of the “noise” (differences in word usage, terms that do not help distinguish doc-
uments, etc.) is eliminated. LSA statistically analyzes the patterns of word usage across
the entire document collection, placing documents with similar word usage patterns
near to each other in the term-by-document space, and allowing semantically-related
documents to be closer even though they may not share the same terms.

Taking into consideration these properties of LSA, we thought that instead of con-
structing the traditional term-by-document matrix, we can construct a term-by-sentence
matrix with which we can find a set of sentences that are semantically related and talk
about the same name. The rows of the term-by-sentence matrix stand for a unique word
from the sentence in which the name has to be disambiguated (the target sentence),
while the columns stand for the rest of the sentences. A cell in the term-by-sentence
matrix represents the number of times a given word of its row from the target sentence
co-occurs in a given sentence denoted by its column. When two columns of the term-
by-sentence matrix are similar, this means that the two sentences contain similar words
and are therefore very likely to be semantically related. When two rows are similar,
then the corresponding words occur in most of the same sentences and are likely to be
semantically related.

The cells in the matrix are weighted by a function which expresses the importance
of the word in the sentence and the informativeness of the word in the sentence. After
the term weighting is performed, Singular Value Decomposition (SVD) is applied in
order to find correlations among the rows and columns. SVD decomposes the original
term-by-sentence matrix 7 into the product of three other matrices T=U X, V™, where
Xk is the diagonal k& x k matrix containing the k singular values of T, 01 > 03 ... 0y,
and U and V are the column-orthogonal matrices. When the three matrices are multi-
plied together, the original term-by-sentence matrix is re-composed. We choose k&’ < k
obtaining the approximation 7" ~ U X, V'?" . More specifically, in the experiments of
this paper, we used the matrix 7" = U X, whose rows represent the term vectors in
the reduced space using only 300 dimensions (i.e. £/ = 300). According to the study of
this is the best dimension reduction.

The sentence similarity in the resulting vector space can be measured in various
ways. In our approximation, the semantic similarity values among the target sentences
and the rest of the sentences are used for the construction of a new similarity-based
rectangular matrix .S. This matrix is processed by a Pole-Based Overlapping Clustering
(PoBOC) [9] algorithm where each object which in our case is a sentence with ambigu-
ous name, is being separated into a meaningful cluster. POBOC finds so called poles in
which the monosemous names are placed and thus the name disambiguation process ter-
minates. The performance of the name disambiguation approach is evaluated in terms
of precision, recall, f-score and accuracy.

3 Data Description

The main focus of our study is to disambiguate person, organization and location names
discovering the underlying meanings behind a name. In order to facilitate the evaluation
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of our approach, we adapted the experimental setting of [3], where the name ambiguity
in the data is caused by the conflation of largely unambiguous names. For instance, [3]]
take all of the sentences that talk about the president George Bush and the president Bill
Clinton, and convert them into an ambiguous pair by replacing the name occurrences
with the George Bush-Bill Clinton label. According to the study of [10], the pseudo-
word pairs which are created from individually unambiguous words are still related in
some way. Another motivation for the creation of the pseudo-name pairs is related to
the evaluation and the lack of hand-annotated name disambiguation data, so the pseudo-
names are ambiguous to our method, but during the evaluation we already know their
true identity.

The name disambiguation is performed with the freely available corpus of [ISIE We
choose to work with this corpus, because it can provide us with a relevant feedback and
we can conduct a comparative study to already developed approaches. Moreover, the
data is created for four different languages: Bulgarian, Romanian, English and Spanish
which is ideal for our multilingual study. The NE examples are extracted from large
news corpora where different unambiguous names are conflated. The selected names
and their distribution are shown in Table[1l

4 Experimental Evaluation and Comparative Study

4.1 Experimental Setup

We have performed two experiments for our multilingual name disambiguation ap-
proach in order to observe whether the information provided by a group of semanti-
cally related sentences provides more relevant judgement for the name disambiguation
process compared to the evidence of the most semantically similar sentence.

In the first experiment, the matrix for the clustering algorithm is built from the se-
mantic similarity values given by LSA where the cells represent the semantic relat-
edness scores of the target sentence and the rest of the sentences. This experiment is
denoted as a set of semantically similar sentences (SSS).

In the second experiment, the matrix is built only from the highest semantic similarity
value which LSA returns for the most similar sentence and the target one. The rest of the
sentences obtain the value 0, indicating no similarity at all. This experiment is denoted
as a set of one sentence (SOS).

4.2 Results and Discussion

Table [1] shows the obtained results in terms of accuracy for the two experiments we
have carried out. These results are compared to the bigram co-occurrence approach of
and to a baseline classifier which corresponds to the majority sense of the conflated
name pair. For instance, one of the conflated name pairs for the Bulgarian language is
France, Germany and Russia. The number of examples for these names are 1726, 2095
and 2645 respectively. According to this distribution, Russia determines the majority
sense for the Fr-Ge-Ru conflated pair. The baseline for this ambiguous pair is obtained

% http://www.d.umn.edu/ tpederse/Data/cicling2006-data.zip
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Table 1. Results for the multilingual name disambiguation

Name Distribution Maj SSS SOS Diff Ted Diff Comp
Bulgarian

PS-IK-GP 318+524+811=1653 49.06% 44.40%  41.92%  -4.66 58.68% 49.62  -14.28
NM-NV-SS 645+849+976=2470 39.51% 40.04%  40.00%  +0.53 59.39% +19.88 -19.35
BSP-SDS 2921+4680=7601 61.57% 67.55% 64.72%  +5.98 57.31% -4.26 +10.24
Fr-Ge-Ru 1726+2095+2645=6466 4091% 38.40%  37.58%  -2.51 41.60% +0.69  -3.2
Va-Bu 1240+1261=2501 50.42% 56.93%  57.82% +7.4 66.09% +15.71 -8.27
English

BC-TB 1900+1900=3800 50.00% 78.79%  73.39%  +28.79  80.95% +30.95 -2.16
BC-TB-EB 1900+1900+1900=5700 3333% 49.21%  4831%  +15.88 47.93% +14.60 +1.28
IBM-Mi 2406+3401=5807 58.57% 82.86%  86.21%  +27.64  63.70% +5.13  +22.51
Me-Ug 1256+1256=2512 50.00% 59.00%  58.76%  +9 59.16% +9.16  -0.16
Me-In-Ca-Pe 1500+1500+1500+1500=6000 25.00% 41.57%  41.26%  +16.57 28.78% +3.78 +12.79
Romanian

TB-AN 1804+1932=3736 51.34% 6237%  61.40%  +11.03  51.34% +0.00  +11.03
TB-II-AN 1948+1966+2301=6215 37.02% 4550%  47.64%  +10.62 3931% +2.29  +8.33
PD-PSD 3264+2037=5301 61.57% 57.10% 5621%  -4.47 77.70%  +16.13  -20.6
Br-Bu 2559+2310=4869 52.56% 66.33% 66.19%  +13.77  63.67% +11.11 +2.66
Fr-SUA-Ro 3890+1370+2396=7656 50.81% 53.16%  51.08%  +2.35 52.66% +1.85  +40.5
Spanish

YA-BC 1004+2340=3344 69.98% 85.68% 84.03%  +15.7 77.72% +1.74  +7.96
JP-BY 1447+1450=2897 50.05% 93.82% 92.30%  +43.77 87.75% +37.70 +6.07
OTAN-EZLN 1093+1093=2186 50.00% 93.37% 91.72%  +43.37 69.81% +19.81 +23.56
NY-WA 1517+2418=3935 61.45% 52.58%  53.01% -8.44 54.69% -6.76 -1.68
NY-Br-Wa 1517+1748+2418=5683 42.55% 35.02%  34.81%  -7.53 42.88% +0.33  -7.86

by the normalization of the number of occurrences of Russia over the total number of
examples in the conflated pair. The 40.91% baseline indicates the disambiguation power
of a system whose answer is always Russia.

According to the yielded results, the two clustering methods, outperform the major-
ity baseline classifier from 0.5 to 43%. In general the SSS clustering performs better
than the SOS. This demonstrates that more contextual evidence for the conflated names
brings better representation and more precise judgement while discovering the under-
lying meanings of a name. However, it is interesting to note that the performance of
the conflated names whose sentences appear in very similar contexts such as the two
Bulgarian cities Varna and Burgas (Va-Bu), the IBM and Microsoft (IBM-Mi) compa-
nies for English, the persons Trian Basescu, Ion Iliescu and Adrian Nastase (TB-II-AN)
for Romanian and the cities New York and Washington (NY-WA) for Spanish, obtained
better results with the SOS method. This is explainable, because when the sentences re-
ferring to different names appear in similar contexts, their feature vectors after the SVD
process lie on the same line or are very close to each other. For this reason the simi-
larity density around the sentences confuses the clustering algorithm. Therefore, when
only the most semantically similar sentence is considered, it eliminates the semantic
dispersion introduced by the rest of the sentences.

During the error analysis we found out that for the Bulgarian language, the person
names PS-IK-GP and NM-NV-SS are not classified very well. Among all languages,
Bulgarian obtains the lowest performance. This is due to the lack of a POS tagger, which
we apply a-priory to the texts that LSA has to classify. In addition, we use the POS
information not only to remove stop words, but also to encode the syntactic categories
of the words. It is known that LSA treats the words as tokens and it is not aware of their
grammatical categories. However, we found a way to encode the syntactic categories
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Table 2. Results for the individual name disambiguation

PS 24.27 7.86 12.88 11.87 TB 49.08 44.25 28.46 46.54
IK 36.22 35.87 42.89 36.04 11 43.25 46.13 31.63 44.64
GP 51.43 64.24 42.89 57.12 AN 45.15 46.02 31.63 45.58
NM 37.74 30.07 22.79 33.47 Fr 38.83 8.75 41.66 14.29
NV 39.33 43.46 22.79 41.29 SUA 48.08 36.72 13.06 41.64
SS 43.03 43.64 25.10 43.33 Ro 56.12 78.92 41.66 65.59
BSP 59.51 48.75 67.55 53.59 TB 61.53 60.47 62.36 61.00
SDS 71.25 79.29 67.55 75.06 AN 63.47 64.13 62.36 63.80
Va 56.12 60.96 56.93 58.44 PD 49.01 35.49 57.10 41.17
Bu 58.13 52.97 56.93 55.43 PSD 63.91 70.58 57.10 67.08
Fr 30.75 23.00 28.13 26.31 Br 66.47 58.61 66.33 62.29
Ge 35.56 31.69 32.26 3351 Bu 66.85 73.30 66.33 69.93
Ru 43.26 53.76 28.13 47.94

BC 43.46 43.42 31.89 43.44 NY 26.60 24.52 15.78 25.52
TB 49.65 49.26 33.84 49.45 Br 31.76 30.03 15.78 30.87
EB 51.88 52.26 31.89 52.07 Wa 43.09 45.20 28.47 44.12
BC 72.28 75.89 73.39 74.04 YA 84.58 63.94 85.67 72.83
TB 74.66 70.89 73.39 72.73 BC 85.99 95.00 85.67 90.27
IBM 82.35 74.64 82.86 78.30 JP 96.14 91.29 93.82 93.65
Mi 83.17 88.67 82.86 85.84 BY 91.72 96.34 93.82 93.97
Me 59.30 57.08 58.75 58.17 OTAN 93.56 93.13 93.36 93.35
Ug 60.04 60.42 58.75 60.23 EZLN 93.16 93.59 93.36 93.38
Me 34.06 38.06 19.80 35.95 NY 40.12 36.98 53.01 38.49
In 43.25 43.20 21.08 43.22 WA 62.06 63.06 53.01 62.56
Ca 37.58 42.66 20.95 39.96

Pe 55.73 41.13 19.80 47.33

of the words through corpus transformation. For instance, the sentence “pass me the
water because I want to water the flowers” is transformed into “pass#v water#n [#pron
want#v water#v flowers#n” and LSA has two distinct instances of water: the noun and
the verb. Obviously this transformation changes LSA’s space and this is proven with the
low performance obtained for the Bulgarian language.

In addition to these observation, we noticed that the cities Varna and Burgas form
part of weak named entities such as the University of Varna, the University of Burgas,
the Major house of Varna or the Sport Hall of Burgas. Although the strong entities
are embedded into the weak ones, practically Varna and Burgas change their semantic
category from city to university or major house. This creates additional ambiguity in
our already ambiguous names. In order to improve the performance of our method, we
need a better data generation process where the mixture of weak and strong entities will
be avoided.

The best performance of our name disambiguation approach is obtained for the per-
son and organization names in the Spanish language. The performance reaches 93%
which is with 43% better than the majority baseline and with 10% better than the bi-
gram co-occurrence approach of [3]. Our method has an increment of 6% for the John
Pail and Boris Yeltsin pseudo-name pair, and 20% increment for the OTAN-EZLN.
According to the 2’ statistics with confidence level of 0.975, the obtained differences
between our approach and the rest of the approaches are statistically significant.
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Itis interesting to note that our approach achieves good results not only for the disam-
biguation of two names but also for three or four names. Our observation is supported by
the 41% correct name disambiguation for the Mexico, India, California and Peru pair,
which is with 17% better than the baseline and with 13% better than the co-occurrence
approach.

Apart from the performance of the general name disambiguation, we show in Table[2]
the individual performances of the names. The general observation is that a name which
has many examples, performs significantly better compared to the rest of the names.
This is related to the semantic evidence which LSA gathers for the conflated names.

This event is observed in four of the five conflated name pairs for the Bulgarian
language and in three of the five conflated name pairs for Spanish. When the number
of examples in the conflated pair are balanced, the names are equally disambiguated.
We denote these results in Table 2 in bold and italic, as in the case of Me-Ug, where
Mexico reaches 58% and Uruguay reaches 60%. The only language where we observe
some variation is Romanian, however we are not familiar with the structure of this
language and its properties, therefore we cannot provide a logical explanation about the
obtained results.

5 Conclusions

This paper presents a multilingual name disambiguation approach which uses text se-
mantic information. We have conducted two experimental setups for the clustering
algorithm in order to study whether a set of similarity sentences or the most simi-
lar sentences performs better during the name disambiguation process. According to
the obtained results for the four languages, SSS achieved better results and provides
more information during the disambiguation. However, when two sentences have simi-
lar contexts and belong to different names, SOS disambiguates the names much better.
According to the obtained results, our approach yields higher results than the majority
baseline and bigram co-occurrence classifiers.

During the exhaustive evaluation study, we found out that the presence of a POS
tagger is very important for the better functioning of LSA. In addition, the general
classification errors are due to the low quality data and the double ambiguity created
from the embedding of the strong entities into the weak ones.

In the future, we want to expand our approach to cross-lingual name disambiguation,
to incorporate information from the web [6] as well as to establish relations among
names []].
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Abstract. This paper describes a clustering method for organizing in semantic
classes a list of terms. The experiments were made using a POS annotated corpus,
the ACL Anthology, which consists of technical articles in the field of Compu-
tational Linguistics. The method, mainly based on some assumptions of Formal
Concept Analysis, consists in building bi-dimensional clusters of both terms and
their lexico-syntactic contexts. Each generated cluster is defined as a semantic
class with a set of terms describing the extension of the class and a set of contexts
perceived as the intensional attributes (or properties) valid for all the terms in the
extension. The clustering process relies on two restrictive operations: abstraction
and specification. The result is a concept lattice that describes a domain-specific
ontology of terms.

1 Introduction

This paper describes a method for clustering terms into semantic classes using as in-
put a domain-specific corpus and a preliminary list of terms in the same domain. The
corpus is the ACL Anthology, which consists of technical articles published by jour-
nals and conferences on Computational Linguistics. The method consists in building
bi-dimensional clusters of both terms and their properties. Each cluster is the result of
either merging or unified their constituents (i.e., terms and properties). The properties
of a cluster/class are represented by those lexico-syntactic contexts co-occurring in the
corpus with all terms of the class.

The basic intuition underlying our approach is that similar classes of terms can be
aggregated to generate either more specific or more generic classes, without inducing
odd associations between terms and their properties/contexts. A new specific class is
generated when the properties of the constituent classes are merged (intension expan-
sion), while the terms are intersected (intension reduction). A new generic class is gen-
erated when the properties are intersected (intension reduction), while the constituent
terms are merged (extension expansion). Intersecting either terms or properties allows
us to generate tight clusters with representative and prototypical constituents. These
tight clusters can be perceived as centroids to classify both new terms and properties.
The theoretical background our work is mainly based on is Formal Concept Analysis

* This work has been supported by the Spanish Government, within the project GaricoTer.
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(FCA) [1I2]]. The clusters we acquired have all the features of “formal concepts” in
FCA. Figure [Tl shows a class consisting of a set of terms and a set of properties learnt
by our system. The cluster represents a formal concept with a term extension (“Natural

99 <

Language Processing”, “Speech Processing”, etc) and a descriptive intension (“research
in”, “area of”, etc). The clustering algorithm only selects those properties that can co-
occur with all terms in the extensional set. Each crossing line in the figure represents
the binary relation “co-occurs with” between a property (or local context) and a term of

the class.

| Natural Lang Processing
= Speech Processing

= Dialogue Managment

— NLP

=Text Analysis

research in [NOUN]
area of [NOUN]
problem in [NOUN]

INTENSION EXTENSION

Fig. 1. An example of bi-dimensional cluster generated by our method

Let’s note that our algorithm learnt the main areas in NLP are Text, Speech, and
Dialogue. This is in accordance with the TSD conference name.

This article is organised as follows. Section 2] introduces some related work. Then
sections 3] and [4] describes two complementary clustering methods: by abstraction and
by specification. Finally, in section[3] experiments, results, and an evaluation protocol
are discussed.

2 Related Work

In order to induce semantically homogeneous clusters of words (tokens, types or lem-
mas), some approaches compare the semantic similarity between < word, context >
pairs and sets of those pairs. These sets are perceived as semantic classes, also called
“selection types” [3l4]]. Given two vocabularies, W and LC, which represent respec-
tively the set of words and the set of local contexts, a semantic class is defined as a pair
< LC", W' >, where LC" C LC and W' C W. In this model, the same word or
context can in principle belong to more than one class. So, the positive side of these ap-
proaches is that they try to take into account polysemy. Some difficulties arise, however,
in the process of class generation. Those approaches propose a clustering algorithm in
which each class is represented by the centroid distributions of all of its members. This
is in conflict with the fact that many words and local contexts can significatively in-
volve more than one semantic dimension. As a result, the clustering method appears to
be too greedy since it overgenerates many wrong associations between words and local
contexts.

To avoid this problem, a more recent approach tried to limit the information con-
tained in the centroids by introducing a process of “clustering by committee” [5]]. The
centroid of a cluster is constructed by taking into account only a subset of the cluster
members. This subset, called “committee”, contains the more representative members
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(prototypes) of a class. So, the main and more difficult task of such an approach is
to first identify a list of committees, i.e., a list of semantically homogeneous clusters.
Committees represent basic semantic classes of similar words and are useful for word
classification.

Other approaches also try to identify homogenous clusters representing basic se-
mantic classes. The main difference with regard to the former methods is that each
basic cluster is constituted, not by similar words, but by a set of similar local contexts
[6[71819]. The method is focused on computing the semantic similarity between local
contexts. Words are no more seen as objects to be clustered but as features of contexts.
These are taken as the objects of the clustering process. As local contexts turn out to
be less polysemic than words, it is assumed that searching for classes of homogeneous
contexts is an easier task than to find tight classes of semantically related words. The
main drawback, however, is that local contexts are less frequent than words and, then,
they are more sparse.

The method proposed in this paper considers that clusters are bi-dimensional objects
consisting of both words (or terms) and contexts (or properties). Our main contribution
is the use of very restrictive operations (specification and abstraction) in the process
of building tight clusters. Using these operations, we aim at solving the overgeneration
problem. In the next section, we will describe a clustering algorithm that makes use of
the abstraction operation.

3 Clustering by Abstraction

It consists in building generic classes from very specific clusters.

3.1 The Input: Specific Classes

The input of this clustering process is a list of very specific classes of terms, i.e.,
each class consists of a small set of terms (small extension) and a large set of pro-
perties/contexts (big intension). To build these specific classes, three tasks are required:
first, the training corpus is annotated to extract co-occurrences between word (or multi-
word) lemmas and their lexico-syntactic contexts. Second, a list of terms which are
relevant in the domain is selected. And third, we compute similarity between the terms
of this list and all word (or multi-word) lemmas occurring in the corpus.

Corpus Processing. The corpus is first POS tagged and then binary dependencies
are extracted using pattern matching techniques (articles and pronouns are previously
removed). From each binary dependency, two complementary lexico-syntactic con-
texts are selected. For instance, given a binary dependency: “entry-in-thesaurus”, two
contexts/properties are selected: < entry in [NOUN] > and < [NOUN] in thesaurus >. We
follow the notion of co-requirement introduced in [9].

Finally, each lexico-syntactic context is associated to its co-occurring word lemmas
to build a collocation database. Each word lemma can be viewed as a vector and each
lexico-syntactic context correspond to a feature. Before starting the clustering process,
sparse contexts are removed from the vectors. A context is sparse if it has high word
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dispersion. Dispersion is defined as the number of different word lemmas occurring
with a lexico-syntactic context divided by the total number of different word lemmas
in the training corpus. So, the vector space is only constituted by those lexico-syntactic
contexts whose word dispersion is lower than an empirically set threshold.

List of Terms. The startpoint to build the specific classes is a list of terms. This list can
be selected by manual intervention using pre-existing glossaries, or by unsupervised
analysis of domain-specific documents (terminology extraction). In our experiments,
we used as startpoint an existing glossary of terms.

Similarity. To build the input classes, we compute the Dice similarity between each
term and the rest of word and multi-word lemmas. Similarity between a term, ¢, and
a word or multi-word lemma, w, which is not in the starting list of term samples, is
computed as follows:

2% 3y min(f(t, i), fw, ci))
f(t)+ f(w)

where f(t,c;) represents the number of times ¢ co-occurs with the context ¢;. Like-
wise, f(w, ¢;) represents the number of times w co-occurs with the context ¢;. For each
term, its top-k most similar lemmas, where & = 5, are selected. For instance, in our
experiments on a corpus consisting of articles published in conferences and journals
on Computational Linguistics, the 5 most similar words to the term “thesaurus” are
“bilingual lexicon”, “bilingual dictionary”, “taxonomy”, “lexical resource”, and “on-
tology”. As it was expected, words that are similar to a given term in a specific domain
are also terms in that domain.

Now, a set of specific classes can be generated. Given the top-5 most similar lemmas
to a given term, we build 5 very specific classes by aggregating the term to each similar
word in the list. The intension of each class consists of those contexts that are shared
by the two similar terms. Table[Tlshows the five basic classes associated to “thesaurus”.

The specific classes built from the previously selected terms are the input of the
clustering process.

Dice(t,w) =

3.2 Generating Intermediate Classes

The first step of the clustering process is to build a set of “intermediate classes” (nei-
ther very specific nor very abstract). For this purpose, we use a clustering algorithm
inspired by [[10]. To explain this algorithm, let’s take the specific classes in Table[ll The
first basic class, 0110, is considered as the starting centroid. Then, we search for other
centroids among the other 4 classes. A class is a centroid if it is not similar to the pre-
viously identified centroids. Here, we consider that two objects are similar if they share
more than 50% of the properties/contexts. In our example, there is only one centroid
more: class 0112. Finally, each one of the remaining classes is aggregated to a centroid
if they are similar, i.e. if thy share more than 50% of their contexts. In our example,
both 0111 and 0113 are aggregated to 0110, while 0114 is joined to 0112. All aggrega-
tions are made using the operator of abstraction since each generated cluster is obtained
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Table 1. 5 specific classes built from the term “thesaurus”

class  extension intension

0110  {thesaurus, bilingual lexicon}  {<access to [N]>, <[N] construction>,
<entry in [N]>, <machine-readable [N]>,
<compilation of [N]>, <headword of [N]>,
<online [N]>, <consult [N]>, ... }

0111  {thesaurus, bilingual dictionary} {<access to [N]>, <term in [N]>, <entry in
[N]>, <machine-readable [N]>, <compilation
of [N]>, <[N] entry>, <headword of [N]>,
<online [N]>, <consult [N]>, <define in
[N]>, ...}

0112  {thesaurus, taxonomy } {<[N] relation>, <[N] construction>,
<concept of [N]>, <relation in [N]>, <node
of [N]>, <node in [N]>, <[N] generation>,
<[N] concept>, <[N] from dictionary>,
<monolingual [N]>, <[N] of domain>, ...}

0113  {thesaurus, lexical resource} {<access to [N]>, <word from [N]>, <entry
in [N]>, <machine-readable [N]>, <online
[N]>, <consult [N]>, <define in [N]>,
<computerized [N]> ...}

0114  {thesaurus, ontology} {<[N] relation>, <[N] construction>,
<concept of [N]>, <relation in [N]>, <node
of [N]>, <class in [N]>, <[N] generation>,
<[N] concept>, <[N] from dictionary>,
<monolingual [N]>, <[N] of domain>, ...}

Table 2. Intermediate classes built from “thesaurus”

class extension intension
CL 015 {thesaurus, bilingual lexicon, bi- {<access to [N]>, <[N] construction>, <entry
lingual dictionary, lexical resource} in [N]>, <machine-readable [N]>, <headword

of [N]>, <online [N]>, <consult [N]>, ... }

CL 123 {thesaurus, taxonomy, ontology}  {<[N]  relation>, <[N]  construction>,
<concept of [N]>, <relation in [N]>, <node of
[N]>, <[N] generation>, <[N] concept>, <[N]
from dictionary>, <[N] of domain>>, ...}

by intersecting the two constituent intensions. Following this algorithm, we obtain two
intermediate classes (see Table[2)).

Let’s note that this clustering algorithm allows us to put the same term in different
classes (soft clustering). Terms, even if they are well-defined technical expressions, can
be used in a corpus with a high degree of ambiguity. For instance, “thesaurus” is con-
sidered in our training corpus either as a repository of entries (lexical resource) or as
a concept structure (ontology). Our algorithm found other polysemous terms. For in-
stance, “thematic role”” was aggregated with “case slot” into a class characterised by the
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property <fill [N]>, whereas it was put into another cluster with terms such as “gram-
matical function” or “semantic relation”, where they share the property <assignment of
[N]>. In sum, a thematic role can be viewed either as a recipient (slot) to be filled by
an entity or as a linguistic function the entity is assigned to.

Furthermore, the generated clusters contain word lemmas that were not in the starting
list of terms (e.g., “hierarchy” and “bilingual lexicon”). Indeed, lemmas appearing with
terms in a cluster must also be considered as terms. This clustering process is repeated
for the remaining input classes associated to the other terms of the list. Intermediate
classes are the input of the following clustering step.

3.3 Generating Generic Classes by Hierarchical Clustering

A standard hierarchical clustering takes as input the intermediate classes to generate
more generic ones. For this purpose, we make use of an open source software: Clus-
ter 3.CL. In this step, the clustering conditions are the same: the similarity threshold is
still 50%, and classes are aggregated with the operation of abstraction. Table [3] illus-
trates two generic classes containing “thesaurus” as a member. They are the result of
putting together the intermediate classes depicted above in Table 2] with other similar
intermediate classes.

Table 3. Generic classes built from “thesaurus”

class extension intension

NODE 09 {thesaurus, automatic thesaurus, bilingual {<[N] construction>, <entry in
terminology, terminology, bilingual lexi- [N]> }
con, bilingual dictionary, lexical resource }

NODE 21 {thesaurus, hierarchical structure, hierar- {<concept of [N]>, <node of
chy, taxonomy, ontology, type hierarchy} [N]>, <[N] of domain>}

3.4 Classifying Unknown Words

So far, the generated clusters have been loosing relevant information step by step, since
they were aggregated using intersecting operations. Besides that, the intersecting ag-
gregations did not allow us to infer context-word associations that were not attested in
the training corpus. As has been mentioned above, our objective was to design a very
restrictive clustering strategy so as to avoid overgeneralisations.

In order to both reintroduce lost information and learn new context-word associa-
tions, the last step aims at assigning unknown words to the generic classes generated
by the clustering algorithm. An unknown word is assigned to one or more classes if it
satisfies two conditions: 1) it co-occurs with more than 50% of the contexts constituting
the class intension, and 2) it is one of the top-10 most similar words to, at least, one of
the terms in the class extension. We assume that those words being correctly classified
should been considered as terms. So, classification can also be perceived as a kind of
automatic term extraction.

! http://bonsai.ims.u-tokyo.ac.jp/"mdehoon/software/cluster/software.htm
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4 Clustering by Specification

The only difference with regard to the former strategy is that the collocation database
is viewed now as a collection of word vectors. Each unique context corresponds to
a vector and each word lemma corresponds to a feature. The input classes are then
generic concepts whose intension consists of two similar context/properties (instead of
two similar terms). The extension is the set of terms and word lemmas shared by those
contexts. For instance, <entry in [N]> was considered to be the most similar context
to <[N] entry>. Both contexts represent the intension of a generic class whose exten-
sion consists of terms such as “bilingual dictionary”, “bilingual lexicon”, etc. Further
clustering steps will make this generic class more specific (by intersecting the extension
and unifying the intension with other similar classes). As a result, a very specific class
is generated. The main problem of this algorithm is that lexico-syntactic contexts are
more sparse than word lemmas. Classification of unknown contexts was not performed.
This task is part of our current research.

5 Experiments and Evaluation

Experiments have been carried out over a large corpus of 25 million word tokens: the
ACL Anthologyﬁ. It consists of technical articles published in conferences and journals
in the domain of Computational Linguistics. The main drawback is that the corpus is
very noisy because of the .pdf to .txt conversion process. POS tagging was made with
freely available Tree-TaggeJE.

The starting glossary of terms contains 175 entries. It is a manual selection from
the glossary appearing in the appendix of the “Oxford HandBook of Computational
Linguistics”, edited by Ruslan Mitkovll. We learnt 201 generic classes using the ab-
straction algorithm. These classes contain 803 different terms. So, as well as being
organised terms in classes, we extracted more than 600 new terms. On the other hand,
the specification algorithm gave rise to 803 specific classes with 297 different terms.

Measuring the correctness of the acquired classes of terms is not an easy task. We
are not provided with a gold standard against to which results can be compared. So, we
evaluated the capacity of the algorithm to classify unknown terms into existing generic
clusters and the quality of the clusters themselves. The test data consisted of 160 ran-
domly selected classifications. Then they were given to 3 human judges for evaluation.
The evaluation protocol was inspired by [11]]. Judges scored between 1 and 5 each test
classification. Score 1 means that the cluster is non-sensical (and so term classification).
Score 2 means that the term was oddly classified in a correct cluster. 3 means the cluster
is correct but the evaluator is undecided about the correctness of classification. 4 means
the term fits with the general sense of the cluster (which is correct). Finally, 5 means
the term fits well with the cluster (which must be correct).

2 http://wing.comp.nus.edu.sg/ min/d Anth/acl/

? http://www.ims.uni-stuttgart.de/projekte/corplex/Tree Tagger/Decision Tree Tagger.html

* An electronic version of part of this glossary can be found in
http://turing.iimas.unam.mx/Crodriguezp/gloss/index.htm
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Table @ illustrates the results of evaluation. Note that most clusters are meaningful

since only about 5% of classifications are non-sensical (Classif. 1).

Table 4. Evaluation of Word Classification

Judge 1 Judge 2 Judge 3

Classif. 1 3.94% 3.82% 8.12%
Classif. 2 7.89% 5.73% 11.25%
Classif. 3 12.50% 12.10% 17.50%
Classif. 4 21.05% 26.11% 10.62%
Classif. 5 54.60% 52.22% 52.50%
Number of Tests 160
Average Score 4.10
Average Difference 0.15

In further research, we intend to develop a process of context/property classification

using the classes learnt by means of the specification operation. In this process, each
specific class will be assigned unknown lexico-syntactic contexts that were not involved
in the previous clustering steps.
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Abstract. Many state-of-the-art statistical parsers for English can be viewed
as Probabilistic Context-Free Grammars (PCFGs) acquired from treebanks con-
sisting of phrase-structure trees enriched with a variety of contextual, derivational
(e.g., markovization) and lexical information. In this paper we empirically inves-
tigate the applicability and adequacy of the unlexicalized variety of such pars-
ing models to Modern Hebrew, a Semitic language that differs in structure and
characteristics from English. We show that contrary to experience with parsing
the WSJ, the markovized, head-driven unlexicalized variety does not necessarily
outperform plain PCFGs for Semitic languages. We demonstrate that enriching
unlexicalized PCFGs with morphologically marked agreement features perco-
lated up the parse tree (e.g., definiteness) outperforms plain PCFGs as well as a
simple head-driven variation on the MH treebank. We further show that an (un-
lexicalized) head-driven variety enriched with the same features achieves even
better performance. We conclude that morphologically rich languages introduce
an additional dimension of parametrization that is orthogonal to the horizon-
tal/vertical dimensions proposed before [1]] and its contribution is essential and
complementary.

Parsing Modern Hebrew (MH) as a field of study is in its infancy. Although a syntacti-
cally annotated corpus has been available for quite some time [2]] we know of only two
studies attempting to parse MH using supervised methods[] The reason state-of-the-art
parsing models are not immediately applicable to MH is not only that their adaptation
to the MH data and annotation scheme is not trivial, but also that they do not guarantee
to yield comparable results. The MH treebank is small, the internal phrase- and clause-
structures are relatively flat and variable, multiple annotated dependencies complicate
the selection of a single syntactic head, and a plentiful of disambiguating morphological
features are not exploited by current state-of-the-art models for parsing, e.g., English.
This paper provides a theoretical overview of the MH data and an empirical evalua-
tion of different dimensions of parameters for learning treebank grammars which break
independence assumptions irrelevant for Semitic languages. We illustrate the utility of
a three-dimensional parametrization space for parsing MH and obtain accuracy results

! The studies we know of are [2]] which uses a DOP tree-gram model and 500 training sentences,
and [3]] which uses a treebank PCFG in an integrated system for morphological and syntactic
disambiguation. Both achieved around 60-70% accuracy.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 39147,[2007.
(© Springer-Verlag Berlin Heidelberg 2007
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that are comparable to those obtained for Modern Standard Arabic (75%) using a lexi-
calized parser [4]] and a much larger treebank.

1 Dimensions of Unlexicalized Parsing

The factor that sets apart vanilla treebank Probabilistic Context-Free Grammars
(PCFGs) [5]] from unlexicalized extensions as proposed by, e.g., [6/1], is the choice
of statistical parametrization that embodies weaker independence assumptions.
Recent studies on accurate unlexicalized parsing models outline two dimensions of
parametrization. The first, proposed by [6]], is the annotation of parent categories, effec-
tively conditioning on aspects of a node’s generation history, and the second encodes a
head-outward generation process in which the head is generated followed by out-
ward Markovian sister generation processes. Klein and Manning [[1]] systematize the dis-
tinction between these two forms of parametrization by drawing them on a horizontal-
vertical grid: parent-ancestor encoding is vertical (v) (external to the rule) whereas
head-outward generation is horizontal (h) (internal to the rule). By varying the value of
the parameters along the grid they tune their treebank grammar to achieve better perfor-
mance. This two-dimensional parametrizatiorﬂ was shown to improve parsing accuracy
for English [7/4] as well as other languages, e.g., German [8] Czech [9] and Chinese
[10]. However, results for languages different than English still lag behind A

We claim that for various languages including the Semitic family, e.g. Modern He-
brew (MH) and Modern Standard Arabic (MSA), the horizontal and vertical dimensions
of parameters are insufficient for encoding linguistic information relevant for breaking
false independence assumptions. In Semitic languages, arguments may move around
rather freely and the phrase-structure of clause level categories is often shallow. For
such languages agreement features play a role in disambiguation at least as impor-
tant as vertical and horizontal histories. Here we propose to add a third dimension of
parametrization that encodes morphological features orthogonal to syntactic categories,
such as those realizing syntactic agreement. These features are percolated from surface
forms in a bottom-up fashion and they express information that is orthogonal to the pre-
vious two. We refer to this dimension as depth (d) as it can be visualized as a dimension
along which parallel tree structures labeled with syntactic categories encode an increas-
ing number of morphological features at all levels of constituency. These structures lie
in a three-dimensional coordinate-system we refer to as (v, h, d).

This work focuses on MH and explores the empirical contribution of the three dimen-
sions of parameters to analyzing different syntactic categories. We present extensive ex-
periments that lead to improved performance as we increase the number of dimensions
which are exploited across all levels of constituency. In the next section we review char-
acterizing aspects of MH (and other Semitic languages) highlighting the special role of
morphology and the kind of dependencies witnessed by morphosyntactic processes.
In section 3] we describe the method and procedure for the empirical evaluation of

% Typically accompanied with various category-splits and lexicalization.
3 The learning curves over increasing training data (e.g., for German [8]) show that treebank
size cannot be the sole factor to account for the inferior performance.
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unlexicalized parsing models for MH. In section Bl we report and analyze our results,
and in section 3l we conclude.

2 Dimensions of Modern Hebrew Grammar

2.1 Modern Hebrew Structure

Phrases and sentences in MH, as well as Arabic and other Semitic languages, have
a relatively flexible phrase structure. Subjects, verbs and objects can be inverted and
prepositional phrases, adjuncts and verbal modifiers can move around rather freely. The
factors that affect word-order in the language are not necessarily syntactic and have
to do with rhetorical and pragmatic factors as well. To illustrate, figure [[] shows two
syntactic structures that express the same grammatical relations yet vary in their order
of constituents. The level of freedom in the order of internal constituents also varies
between categories, and figure [I] further illustrates that within noun-phrase categories
determiners always precede nouns
Within the flexible phrase struc-

ture it is typically morphological (?) s (b) s

information that provides cues for s v wom NPOBS VP NPSBY
the grammatical relations between 5N v . N v BN
surface forms. In figure [Il for ex- b w o b ad h il

the child.MS ae.MS  banana.FS banana.FS ate.MS the child. MS

ample, it is agreement on gender

and number that reveals the subject- gjg 1. Word Order in MH Phrases (marking
predicate dependency. Agreement the agreement features M(asculine), F(eminine),
features also help to reveal the rela-  S(ingular))

tions between higher levels of con-

stituents, as shown in figure[2l

(a) NP.FS.D
NPFS.D ADIP.FS.D
(a) s
hmswrh.FS.D
sganit.FS ras.MS hbit. MS.D  the-dedicated
NP.FS V.ES deputy-of head-of the-house
htpjrh.FS (b) NPFS.D
sganit.FS ras.MS hbit MS  resigned
deputy-of head-of the-house
(b) s NPFS NPMS.D
sgnit.FS
NP.MS V.MS deputy-of NP.MS.D ADJPMS.D
htpjr.MS hmswr
sgan.MS ras.MS hbitMS  resigned ras MS hmmslh FS.D 0 e dicated MS.D
deputy-of head-of the-house head-of the-government
Fig.2. Phrase-Level Agreement Fea- Fig. 3. Definiteness as Phrase-Level Agree-
tures (marking M(asculine), F(eminine), ment (marking M(asculine), F(eminine),
S(ingular)) S(ingular), D(efiniteness))

Figure 2A(a) further shows that selecting the child constituents that contribute the
agreement features is not a trivial matter. Consider, for instance, definiteness in MH,

* See [[11]] and [[12] for formal and statistical accounts of noun phrases in MH.
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which is morphologically marked (as a prefix to the stem) and behaves as a syntactic
property [13]]. Definite nouns exhibit agreement with other modifying phrases as shown
in figure[3 The agreement on definiteness helps to determine the level of attachment in,
e.g., the complex structure of an NP construct-state (smixut) or attachment to predicates
in verbless sentences Figure[3(a) further illustrates that definiteness may be percolated
from a different form (hbit.MS.D the-house) than the one determining the gender of the
phrase (sganit.FS deputy-of).

Agreement features are thus helpful in disambiguating syntactic structures and they
operate not only at the lexical level but also manifest relations between higher levels of
constituents. For MH, features percolated from multiple surface forms manifest multi-
ple kinds of dependencies and jointly determine the features of higher level constituents.
Determining such features requires bi-dimensional percolation which does not coincide
with head or parent dependencies, and we propose to view it as taking place along an
orthogonal dimension we call depth.

2.2 The Modern Hebrew Treebank Scheme

The annotation scheme of the MH treebankd aims to capture the morphological and
syntactic properties of MH we described, and differs from, e.g., the WSJ Penn treebank
annotation scheme [14]]. The MH Treebank is built over word segments, and the yields
of the syntactic trees do not correspond to space delimited words but rather to morpho-
logical segments that carry distinct syntactic roles (i.e., each corresponding to a single
POS tag). The POS categories assigned to segmented words are decorated with features
such as gender, number, person and tense, and these features are percolated higher up
the tree according to pre-defined syntactic dependencies [[13]]. Since agreement features
of non-terminal constituents may be contributed by multiple children, the annotation
scheme defines multiple dependency labels that guide the percolation of different fea-
tures higher up the tree. Definiteness in the MH treebank is treated as a segment at the
POS-tag level and as a feature at the level of non-terminals. As any other feature, it
is percolated up the tree according to marked dependency labels. Table [Tl lists the fea-
tures and feature-values annotated on top of syntactic categories in the MH treebank,
and table 2| describes syntactic dependencies which define the features that are to be
percolated from marked child constituents.

In order to comply with the flexible phrase structure in MH, clausal categories (S,
SBAR and FRAG and their corresponding interrogatives SQ, SQBAR and FRAGQ)
are annotated as flat structures. Verbs (VB tags) always attach to a VP mother (however
only non-finite VBs can accept complements under the same VP parent). NP and PP are
annotated as nested structures capturing the recursive structure of construct-state nouns,
numerical expressions and possession and an additional category PREDP is added to ac-
count for sentences in MH that lack a copular element. The scheme also features null

3 Present tense predicative sentences in MH lack a copular element.

® Version 2.0 of the MH treebank was made available to us in January 2007 and is currently
publicly available at http://mila.cs.technion.ac.il/english/index.html
along with a complete annotation guide and illustrative examples.
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Table 1. Morphological Features in the MH Table 2. Dependency Labels in the MH Tree-

Treebank Annotation Scheme bank Annotation Scheme
Feature  Value Value Encoded Dependency Type Features Percolated
gender Z  masculine DEP HEAD all
gender N feminine DEP MAJOR gender
number Y singular DEP NUMBER number
number R plural DEP DEFINITE definiteness
definiteness H  definite DEP ACCUSATIVE case
definiteness U  underspecified DEP MULTIPLE  all (e.g., conjunction)

elements that mark traces and functional elements that mark, e.g. SBJ, OBJ, which we
strip off and ignore throughout this study.

2.3 Treebank Grammars for Modern Hebrew

In MH there are various aspects that provide indication for the expansion possibilities of
anode. Firstly, the variability in the order and number of an expansion of a non-terminal
node depends on its label (e.g., while NP structures may involve nested recursive deriva-
tions, S level constituents are usually flat). Additional indication comes from the node’s
syntactic context. S nodes appearing under SBAR, for instance, are less shallow than
those under TOP as they often involve non-finite VPs under which more modifiers can
be attached. Further, although the generation of child nodes in a phrase-structure re-
volves, as in English, around a syntactic head, the order in which they are generated
may not be as strict. Finally, morphological features indicating agreement between sur-
face forms percolate up the tree indicating multiple dependencies. We propose to take
such complementary information into account. The practice of having morphological
features orthogonal to a constituency structure is familiar from theories of syntax (e.g.,
HPSG, LFG), however here we propose to frame it as an additional dimension for sta-
tistical estimation, a proposal which, to the best of our knowledge, has not been empir-
ically explored before.

3 Experimental Setup

In this work we set out to empirically investigate a refined space of parameters for
learning treebank grammars for MH. The models we implement use the vertical
(v, parental history), horizontal (h, markovized child generation) and depth (d, ortho-
gonal morphology) dimensions, and we instantiate d with the definitensess feature as it
has the least amount of overlap with features determining the head.

We use version 2.0 of the MH treebank [2]] which consists of 6501 sentences from
the daily newspaper ‘ha’aretz’ and employ the syntactic categories, POS categories and
morphological features annotated therein. The data set is split into 13 sections consist-
ing of 500 sentences each. We use the first section (section 0) as our development set
and the last section (section 12) as our test set. The remaining sentences (sections
1-11) are used for training. After cleaning the data set we remain with a devset of
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Table 3. Transforms over the MH Treebank

Lexicalize select and percolate lexical heads and their categories for markovization
Linearize linearize RHS of CFG productions (using [T6]])
Decorate annotate contextual/morphological features on top of syntactic categories

Table 4. Implementing Different Parametrization Options using Transforms

Name Params Description Transforms used

DIST h =0 0-order Markov process Lexicalize(category), Linearize(distance)

MRK h =1 Il-order Markov process Lexicalize(category), Linearize(distance, neighbor)
PA v = 1 Parent Annotation Decorate(parent)

DEF d = 1 Definiteness Percolation Decorate(definiteness)

483 sentences (average length in word segments 48), a trainset of 5241 sentences (53)
and a testset of 496 sentences (58)

Our methodology is similar to the one used by [[6] and [[1]. We transform our training
set according to certain parametrization decisions and learn different treebank gram-
mars according to different instantiations of one, two, and three dimensions of parame-
ters (tables[3land [ show the transforms we use to instantiate different parameters).

The input to our parser is a sequence of word segments (each corresponding to a sin-
gle POS-tag). This setup assumes partial morphological disambiguation (e.g., segmen-
tation) but we do not provide the parser with POS tags information§ We train a treebank
PCFG on the resulting treebank using relative frequency estimates, and we use BitPar,
an efficient general-purpose PCFG parser [17]], to parse unseen sentences]

We evaluate our models using EVALB focusing on bare syntactic categories. We re-
port the average F-measure for sentences of length up to 40 and for all sentences (F<4o
and Fly;; respectively), once including punctuation marks (WP) and once excluding
them (WOP). For selected models we show a break-down of the average F4;; (WOP)
measure for different categories.

4 Results and Analysis

In a series of experiments we evaluated models that instantiate one, two or three dimen-
sions in a coordinate-system defined by the parameters (v, h, d). We set our baseline
model at the (0,0, 0) point of the coordinate-system and compared its performance to
a simple treebank PCFG and to different combinations of parameters. Table [3 shows

7 Since this work is only the first step towards the development of a broad-coverage statistical
parser for MH (and other Semitic languages) we use only the development set and leave our
test set untouched.

8 This setup makes our results comparable to parallel studies in other languages.

? We smooth pre-terminal rules by providing the parser with statistics on “rare words” distribu-
tion. The frequency defining “rare words” is tuned empirically and set to 1.
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Table 5. Multi-Dimensional Parametrization of Table 6. The Contribution of the horizontal

Treebank Grammars (Head-Driven Models are  and depth Dimensions (v > 0 Marks Parent

Marked h # o0): F<ao, Farr Accuracy Re- Annotation, h > 0 Marks 1-Order Markov

sults on Section 0 Process): Fa;; (WOP) per Syntactic Category
on Section 0

Name Params Farr F§40 Farr F§4g

(v,h,d) WP WP WOP WOP (v,h,d) (0,0,1) (0,1,0) (1,0,1) (1,1,0)
BASE (0,0,0) 66.56 68.20 67.59 69.24 v=0 v>0
PCFG (0,00,0) 65.17 66.63 66.17 67.7
PCEG+DEE (0,00, 1) 67.53 68.78 68.7 70.37 ADJP 7642 76.62 81.34 80.12
PA (1,0,0) 68.87 70.48 69.64 70.91 ADVP 72,65 74777 79.66 78.19
MRK (0,1,0) 66.69 68.14 67.93 69.37 NP 7528 7474 79.29  77.66
DEF (0,0,1) 68.85 69.92 70.42 71.45 VP 7110 71.80  75.69 73.89
PA+MRK (1,1,0) 69.97 71.48 70.69 71.98 S 74.41  78.08 76.04 79.49
MRK+DEF  (0,1,1) 69.46 70.79 71.05 72.37 SBAR  56.65 63.62 59.59 65.65
PA+DEF (1,0,1) 71.15 72.34 71.98 72.91 SQ 50.00 54.55 44.44 40.00
PA+MRK+DEF (1,1,1) 72.34 73.63 73.27 74.41 FRAG 56.00 53.85 61.02 58.62

the accuracy results for parsing section O for all models. The first outcome of our ex-
periments is that our head-driven baseline performs slightly better than a vanilla tree-
bank PCFG. Because of the variable phrase-structure a simple PCFG does not capture
relevant generalization about sentences’ structure in the language. However, enriching
a vanilla PCFG with orthogonal morphological information (definiteness in our case) al-
ready performs better than our baseline unlexicalized model. In comparing the contribu-
tion of three one-dimensional models we observe that the depth dimension contributes
the most to parsing accuracy. These results demonstrate that incorporating dependency
information marked by morphology is important to analyzing syntactic structures at
least in as much as the main head-dependency is. The results for two-dimensional mod-
els re-iterate this conclusion by demonstrating that selecting the depth dimension is bet-
ter than not doing so. Notably, the configuration most commonly used by current state-
of-the-art parsers for English (i.e., (v, h,0), cf. [1l]) performs slightly worse than the
ones incorporating a depth feature. A three-dimensional annotation strategy achieves
the best accuracy results among all models we tested[[] The error reduction rate from
a plain PCFG is more than 20%, providing us with a new, much stronger, lower bound
on the performance of unlexicalized treebank grammars in parsing MH.

The general trend observed in our results is that higher dimensionality is better. Dif-
ferent dimensions provide different sorts of information which are complementary. As
further illustrated in table @ the internal structure of different syntactic constituents may
benefit to a different extent from information provided by different dimensions. Ta-
ble [6f shows the breakdown of the F4;;(WOP) accuracy results for the main syntac-
tic categories in our treebank. In the lack of parental context (v = 0) the Markovian
head-outward process (h = 1) encodes information relevant for disambiguating the flat
variable phrase-structures. The morphological dimension (d = 1) helps to determine

19 The addition of an orthogonal depth dimension to the horizontal-vertical space goes beyond
mere “state-splits™ (cf. [T]]) as it does not only encode refined syntactic categories but also
signals linguistically motivated co-occurrences between them.
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the correct labels and attachment via the agreement with modifiers within NP struc-
tures. In the presence of a vertical history (v = 1) that provides cues for the expansion
possibilities of nodes, the contribution of an orthogonal morphological feature (d = 1)
is even more substantial. Accuracy results for phrase-level categories (ADJP, ADVP NP
and VP) are better for the v/d combination than for the v/h one. Yet, high-level clausal
categories (S and SBAR) benefit from head-outward markovization processes (h = 1)
which encode additional rhetoric, pragmatic, and perhaps extra linguistic knowledge
that govern order-preferences in the genre.

5 Conclusion

Tuning the dimensions and values of the parameters in a treebank grammar is largely
an empirical matter, but our results point out that the selection of parameters for statis-
tical estimation should be in tune with our linguistic knowledge of the factors licensing
grammatical structures in the language. Morphologically rich languages introduce an
additional dimension into the expansion possibilities of a node which is orthogonal to
the vertical [[6] and horizontal [7] dimensions systematized by [1]]. Via a theoretical and
empirical consideration of syntactic structures and morphological definiteness in MH
we show that a combination of multiple orthogonal dimensions of parameters is in-
valuable for boosting the performance of unlexicalized parsing models. Our best model
provides us with a new, strong, baseline for the performance of treebank grammars
for MH.
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Abstract. Coreference resolution, determining the appropriate discourse refer-
ent for an anaphoric expression, is an essential but difficult task in natural lan-
guage processing. It has been observed that an important source of errors in
machine-learning based approaches to this task, is the wrong disambiguation of
the third person singular neuter pronoun as either referential or non-referential.
In this paper, we investigate whether a machine learning based approach can be
successfully applied to the disambiguation of the neuter pronoun in Dutch and
show a modest potential effect of this disambiguation on the results of a machine
learning based coreference resolution system for Dutch.

1 Introduction

Coreference resolution, the task of determining the appropriate discourse referent for
a given anaphoric expression, has gained increasing popularity in natural language pro-
cessing research and has become a key component in applications such as information
extraction, question answering, automatic summarization, etc. in which text understand-
ing is of major importance.

In this paper we focus on pronominal coreference resolution, and more specifically
on the improvement of a machine learning system for automatic pronominal corefer-
ence resolution through the automatic disambiguation of “het” (Eng.: “it”) as either
referential or non-referential. The focus is on the classification of the Dutch neuter
“het”, in contrast to most of the related work which is mainly oriented towards English.
In order to classify the third person singular neuter pronoun, two different types of ap-
proaches have been proposed for English: rule-based strategies ([1]], [2]) and machine
learning approaches ([3], [4]]).

Although the existing approaches to the automatic identification of the different
uses of the third person singular neuter pronouns are always motivated by the task of
pronominal coreference resolution, this effect of the automatic classification of “it” on
resolution performance has to our knowledge not yet been investigated, except by [3]
who performed a more global comparison of resolution perfomance with and without

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 481531 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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the detection of non-anaphoric constituents. The goal of this paper is twofold. In a first
step, we investigate whether the distribution of the different uses of the Dutch neuter
pronoun is similar to the one reported for English. Furthermore, we investigate whether
the machine learning approach, successfully applied for the English “it”, can be easily
ported to the automatic classification of the Dutch “het”. In a second step, we evaluate
the effect of this classification on a learning approach for Dutch pronominal corefer-
ence resolution as described in [6]. Since the coreference resolution system is designed
to detect coreferential chains between nominal constituents, we are mainly interested in
the detection of the pronouns referring to antecedent NPs.

The remainder of this paper is organized as follows. Section [l introduces the data
used for the experiments and describes the annotation and the distribution of phenomena
of interest compared to English data used for the same task. The experimental set-up and
results are described in Section[3l The effect of the separate disambiguation component
on overall anaphora resolution is discussed in Sectiond] and Section [5] summarizes the
main findings of the paper.

2 Data Sets

For the experiments, the focus was on Dutch coreference resolution. Two corpora were
annotated with information on the third person neuter pronoun: KNACK, a corpus of
news magazine texts (106,011 tokens) and SPECTRUM, a corpus with medical en-
cyclopedia texts (133,887 tokens). Two linguists annotated the corpora in parallel in
accordance with the annotation guidelines described below, which are based on the
general Dutch grammar (ANS)'. As input, the annotators received free text in which all
occurrences of “het” were marked, the majority of which involved “het” as definite arti-
cle. For the annotation of the personal pronoun “het”, the annotators had to differentiate
between the non-referential use of the pronoun as in example () and its referential use.
In example (d)), “het” is part of an idiomatic expression and not referential.

(1) Leopold haalt scherp uit naar onder meer Hubert Pierlot, de eeuwige zondebok
met wie hij het niet kon vinden.
English: Leopold sharply attacks among others Pierlot, the eternal scapegoat
with whom he can’t get on.

We distinguished between the following four types of referential use: (i) reference to
preceding “het” words as in example @), (ii) reference to a preceding clause as in exam-
ple @@, (iii) “het” as anticipatory subject ) and finally, “het” as subject of a nominal
predicate (3.

(2) Weet je waar mijn boek is? Ik heb het niet gezien.
English: Do you know where my book is? I haven’t seen it.

(3) Leopold IIT kwam aan de macht nadat zijn vader in 1934 was verongelukt
in Marche-les-Dames. Volgens historicus Jan Verwelkenhuyzen ging toen het
gerucht dat de Duitsers het zo hadden gewild.

"http://oase.uci.ru.nl/simans/
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English: Leopold III came to power after his father died in an accident
in 1934 in Marche-les-Dames. According to historian Jan Verwelkenhuyzen,
there was a rumour that the Germans had wanted it that way.

(4) Het lijkt er namelijk op dat de bevolking van Zimbabwe haar huisbakken
dictator meer dan beu is.
English: It seems the population of Zimbabwe has had it with its home-
grown dictator.

(5) Het zijn, voorlopig althans, slechts schuchtere signalen.
English: It is, for now, only a weak signal.

On the Knack data, a kappa agreement score was obtained of 0.74; on the Spec-
trum data, the kappa score was 0.81. After this first annotation round, both annotators
re-annotated the texts jointly in order to reach a consensus annotation. In total, 6560
occurrences of “het” were annotated, of which 844 are pronominal. Table [I] gives an
overview of the distribution of the different uses of the neuter pronoun in both an-
notated Dutch corpora. For English, we also provided the number of times the “it”
refers to a preceding noun phrase. The table reveals that the English corpora which
have been previously used for the automatic classification of “it” all show a large num-
ber (>67%) of occurrences of “it” in which the pronoun refers to a preceding noun
phrase. For Dutch, however, this percentage drops to around 20% for the newspaper
texts, whereas for the medical texts nearly half of the “het” occurrences refer to an NP.
Taking the Dutch corpora as a whole, three categories show a similar distribution: the
non-referential use (30.1%), the reference to a preceding noun phrase (32.6%) and the
neuter pronoun as anticipatory subject (23.3%).

Table 1. Distribution of the pronominal “het” in the different data sets

DUTCH ENGLISH
Knack Spectrum Total
Pronominal use 507/2890  337/3670  884/6560
Non-referential 39.0% 17.7% 30.1%
Ref - preceding clause 5.7% 0.3% 3.5%
Ref - noun phrase 21.3% 49.5% 32.6% MUC-6 74.4%
MUC-7 80.7%
67.9%
Bl 69.6%
Ref - anticipatory subject 19.9% 28.5% 23.3%
Ref - anticipatory object ~ 5.1% 1.2% 3.5%
Ref - nominal predicate 8.9% 3.9% 6.9%

3 Experimental Setup

For the construction of the machine learning data sets, the following preprocessing
steps were taken. Lemmatization was performed using a memory-based lemmatizer
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trained on a lexicon derived from the Spoken Dutch Corpus (CGN)?, a 10-million word
corpus of spoken Dutch. Part-of-speech tagging and text chunking were performed by
the memory-based tagger MBT[7], which was also trained on the CGN corpus. For all
occurrences of “het”, a feature vector was built consisting of 38 features. These features
include positional information (sentence number and position in sentence), information
on the focus word itself (wordform, part-of-speech and chunk information), furthermore
information on the wordform, lemma and part-of-speech of five words before and after
the focus word, and finally information on the use of a preposition before the focus word
[1]. Based on the assumption that verbs which occur more often with “het” indicate the
non-anaphoric use of the pronoun, we included a last feature for which the association
strength was calculated between “het” as a subject and its accompanying verb. This
association strength was represented by mutual information scores and was based on
the Dutch Twente News Corpus (500 million words). A minimal cut-off frequency of
1000 was chosen.

For the classification of the different uses of “het”, we used a memory-based
learning algorithm, as was also previously applied to this task by [4]] and [3]. Memory-
based learning (a k-nearest neighbor approach) is a lazy learning approach that stores all
training data in memory. At classification time, the algorithm classifies new instances
by searching for the nearest neighbors to the new instance using a similarity metric,
and extrapolating from their class. In our experiments we use the TIMBL [7] software
package® that implements a version of the k-nn algorithm optimised for working with
linguistic datasets and that provides several similarity metrics and variations of the ba-
sic algorithm. Since these different parameters, individually and in combination, can
strongly affect the functioning of the algorithm, we performed joint feature selection
and parameter optimization by means of a generational genetic algorithm as described
in [6] and as shown in Figure Il Given the modest size of the data sets, leave-one-out
was used for validation. The following parameters were varied: the number of near-
est neighbours, expressed by k, the distance metric and the model to extrapolate from
the nearest neighbours. For the three data sets, viz. Knack, Spectrum and the concate-
nation of the two, optimization led to a selection of a high k& value (9 for Spectrum
and the concatenated data; 16 for Knack) and to the selection of exponential decay
distance weighted voting and of gain ratio (a normalised version of information gain)
as distance metric for the three data sets. Feature selection led to an omission of the
feature informing on the position of the word in the sentence and to a selection in the
local context features. For the Knack data, the association strength feature was also
filtered out.

Tables [2] gives an overview of the overall and 5-ary classification results of the op-
timized memory-based classifier. It shows a 30% improvement over the most frequent
sense accuracy for the three data sets. The results also show that for some subtypes of
referential use, there is too little evidence in the training data to train an accurate clas-
sifier on. The non-referential use of “het”, on the other hand, can be detected with a
reliability of >70%. For the “het” which refers to a preceding noun phrase, divergent
F-scores are obtained: 39.1% for Knack, as opposed to 83.4% for Spectrum.

2 http://lands.let.ru.nl/cgn
*http://ilk.uvt.nl
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All Knack Spectrum

Avg-SD 52.30505624 46.9424974 67.64172637
Max 64.8104 57.3964 78.3383
Min 36.1374 39.645 53.1157
Avg+SD 62.6278071 54.3329726 77.15549363

Fig. 1. Optimization results for the three data sets. The graphs show the difference between the
best and the worst parameter and feature subset combination per data set. The boxes in the graphs
represent averages and deviations.

Table 2. Performance in terms of accuracy, precision, recall and F-score of TIMBL on the three
data sets. Both the overall and 5-ary classification results of the optimized memory-based clas-
sifier are given. As baseline score, the most frequent class, i.e. reference to a preceding NP, was
taken and kept constant over all data sets.

Knack Spectrum Total
Baseline 21.3 49.5 32.6
Accuracy 57.40 78.34 64.81
P R F P R F P R F
Non-referential 60.20 89.39 71.95 85.11 71.43 77.67 67.49 75.20 71.14
Ref - preceding clause 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Ref - noun phrase 49.30 32.41 39.11 78.72 88.62 83.38 63.16 69.82 66.32

Ref - anticipatory subject 52.34 55.45 53.85 74.51 79.17 76.77 62.77 73.60 67.76
Ref - anticipatory object 100.00 42.31 59.46 0.00 0.00 0.00 100.00 23.33 37.84
Ref - nominal predicate  54.55 26.67 35.82 0.00 0.00 0.00 66.67 20.69 31.58

4 Effect on Pronominal Coreference Resolution

The automatic disambiguation of the singular neuter pronoun finds it motivation in the
difficulty to handle these cases in automatic coreference resolution. Our focus is on
a classification based approach to coreference resolution, as for example described by
[81, [9], [10], [6] and others, in which information about potentially coreferring pairs
of NPs is represented as a set of feature vectors which are then classified by a machine
learning algorithm as being coreferential or not. Instances are created between every
NP and all of its preceding NPs. Sometimes, the search scope is limited through the
application of distance restrictions or linguistically motivated filters (see for example
[TIUT2013]). Applied to the case of the Dutch pronominal “het”, this implies that for
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each occurrence of the pronoun, an instance is created. The automatic detection of the
non-referential uses of the pronoun could lead to the creation of instances solely for the
occurrences of “het” which do refer to a preceding noun phrase.

In a postprocessing phase, a complete coreference chain is built between the pairs of
NPs that were classified as being coreferential. If we consider the task of pronominal
coreference resolution, two types of errors can occur on the coreference chain level,
namely precision and recall errors. In a coreferential chain, all discourse entities (mostly
noun phrases) referring to each other are gathered in one single chain. The recall errors
are caused by classifying positive instances as being negative. These false negatives
cause missing links in the coreferential chains, as exemplified in (@) and (7)), in which
the pronoun was classified as being not coreferential with any of the preceding NP’s.

(6) The company will work with Sega Enterprises of Japan, SegaSoft and Time
Warner Interactive to test the software. It will be sold starting this summer.
(MUC-7)

(7) Maar voorzitter Spiritus-Dassesse gelooft niet in het nieuwe plan. Het lijkt te
veel op het vorige. (KNACK)
English: But chairwoman Spiritus-Dassesse does not have faith in the new plan.
It resembles the previous one too much.

The precision errors on the other hand are caused by classifying negative instances
as being positive and create spurious links in the coreference chains, as shown in (8)), in
which the pronoun is erroneously linked to “the US government” and in (9), in which
an antecedent is sought for the non-referential “het”.

(8) Hughes Electronics Corp. has paid the U.S. government $4 million to settle
a 1990 lawsuit filed by two former employees who accused it of lying to the
Pentagon. MUC-7)

(9) Een god van het vuur. Als vice-minster van Defensie heeft Paul Wolfowitz
eigenlijk een bescheiden job in de Amerikaanse regering. Hoe komt het dan
dat hij zoveel invloed heeft in het Witte Huis? (KNACK)

English: A god of the fire. As a vice minister of Defense, Paul Wolfowitz has a
rather insignificant job in the American government. How is it possible that he
has such an influence in the White House?

In order to evaluate the effect of this classification of “het” on pronominal corefer-
ence resolution for Dutch, we performed a 10-fold cross-validation experiment using
TIMBL on the 242 annotated Knack documents, which were also annotated with coref-
erential chain information. The search scope for instance construction was reduced
to 3 sentences and the instances consist of a set of features encoding morphological-
lexical, syntactic, semantic, string matching and positional information sources [6]].

The following experiments were conducted. In a first experiment, the output of the
experiments described in Section 3] was used as the basis for filtering (Predicted). This
implies that only the instances of “het” which were classified as referring to a preceding
NP, were taken into account for coreference resolution. However, given the low F-score
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on this category in the Knack corpus, we performed a second experiment in order to
assess the upper bound of potential performance increase. For this experiment we used
the annotated corpus as an oracle to filter out all NPs not referring to a preceding noun
phrase (Oracle). Table 3] shows the classification results before and after filtering on
the instances in which “het” occurs as a potential anaphor. It reveals that filtering leads
to a large reduction of the instances, but to a decrease in F-score. Furthermore, the
expected potential performance increase is low (2%).

Table 3. Classification performance on the instances in which “het” occurs as potential anaphor.
These are the results before and after filtering.

#number accuracy  precision recall F-score
Default 9322 97.71 11.58 7.86 9.36
Oracle 1719 90.98 19.23 8.13 11.43
Predicted 2604 95.20 7.69 4.94 6.02

The low classification results show that filtering is insufficient to detect the cor-
rect antecedent for a given anaphor. In addition to filtering, more effort should be put
in new features on top of the current 39 morphological-lexical, syntactic, semantic,
string matching and positional features in order to detect the appropriate referent for
an anaphoric “het”. Consider for example the two instances in (I0), which contain too
little evidence to decide on a positive or negative classification.

(10) (het ) (aids ) 1 5 heeft , aangezien WW(pv,tgw,met-t) LET() VG(onder) een
klasse van LID(onbep,stan,agr) N(soort,ev,basis,zijd,stan) VZ(init) dist It two
appo no jpron yes 0 0 0 def yes num yesO0000000I-OBJ 0 0 object000
00 POS
(het) (Het ogenschijnlijke doel) 19 155 heeft, aangezien WW (pv,tgw,met-t)
LET() VG(onder) een klasse van LID(onbep,stan,agr) N(soort,ev,basis,zijd,stan)
VZ(init)
dist gt two appo no jpron yes 00 0 def yes num yes00000000I-OBJI-SU
0 object GEN NEUT 00 0 0 NEG

5 Concluding Remarks

We have shown that in a classification-based machine learning approach to coreference
resolution for Dutch, the accurate disambiguation of “het” (it) as being referential or
not can lead to modest improved performance on the resolution of pronominal coref-
erence. We developed a machine learning based system for the disambiguation of ref-
erential or non-referential use of “het” using memory-based learning and genetic algo-
rithm based joined optimization of feature selection and algorithm parameter selection.
Results show that filtering is a first step towards an improved pronominal resolution and
that the selection of the appropriate referent for an anaphoric “het” remains problem-
atic. In addition to filtering, more effort should be invested in discriminating features
capturing the relationship between an anaphoric “het” and its referent.
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Abstract. The construction of a large scale corpus is a hard task. A novel
approach is designed to automatically build a large scale text corpus with low
cost and short building period based on the trustworthiness. It mainly solves two
problems: how to automatically build a large scale text corpus on the Web and
how to correct mistakes in the corpus. As Grid provides the infrastructure for
processing large scale data, our approach uses Grid to collect and process
language materials on the Web in the first stage. Then it picks out untrustworthy
language materials in the corpus according to their trustworthiness, and checks
them manually by users. After the check finishes, our approach computes the
trustworthiness of each checked result and selects those ones with the highest
trustworthiness as the correct results.

1 Introduction and Related Work

Text corpora are used for modeling language in many language technology applications
including information retrieval, text classification, speech recognition, etc. Researches
on text corpora started at 1970s. Recently there are a lot of corpora in use, such as
Brown, LOB, COBUILD, LONGMAN, BNC, ICE, TreeBank, etc [1, 2].

The growing needs in the fields of Corpus Linguistics and Natural Language
Processing (NLP) have led to an increasing demand for text corpora [3]. The
automation of corpora development has therefore become an important and active field
of research.

The Web is obviously a great source of data for corpora development. It is either
considered as a corpus by itself [4] or as a huge databank to look for specific texts to be
selected and similar to a specific corpus [5]. In a word, automatically constructing
corpora on the Web is a rapid and economical approach to build a large scale corpus.

Current researches on constructing text corpora on the Web mainly focus on how to
collect texts from the Web and how to process them to build a corpus. The Linguistic
Data Consortium (LDC) has corpora for twenty languages [6] while using Web search
engines to collect texts from the Web. Jones and Ghani [7, 8] propose an approach of
automatically generating Web-search queries and collecting documents from the Web
to build a language-specific corpus. LE [9] uses Web resources to collect and make
efficient textual corpora and then propose a set of filtering tools for fast language model
construction in minority languages. Rayson [10] presents a proposal to facilitate the use
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of an annotated web as corpus by alleviating the annotation bottleneck for corpus data
drawn from the web. He described a framework for large scale distributed corpus
annotation using P2P technology to meet this need. Resnik [11] uses the STRAND
system for mining parallel texts on the Web and then automatically constructed parallel
corpora for English and French. Zhang [12] describes a system that overcomes the
limitation — it automatically collects high quality parallel bilingual corpora from the
web by using multiple features to identify parallel texts via a k-nearest-neighbor
classifier.

However, constructing a corpus is really a complex task. Above researches only
focus on how to collect texts from the Web. Besides, the high-performance NLP needs
large scale corpora [13]. Constructing a corpus with lower cost, shorter building period,
high efficiency and satisfied quality is still a major problem in corpora. Unfortunately,
there are rarely any researches in this area. So our purpose is to provide a basic and
general framework for building a corpus automatically. In this paper, we propose an
approach to automatically build a large scale text corpus based on the trustworthiness,
which not only could provide a distributed and large scale computational environment
Grid to process the corpus, but also present a method to select the untrustworthy
language materials by using the trustworthiness formula to be checked by users. We
note that in the following sections, the “language materials” are shortened as LMTs
while one item of LMTs is shorted as LMT.

2 Methodology

The Web is immense, open and diverse. It contains hundreds of billions of words of text
that can be used for building a corpus. To collect and process such enormous data and
construct a large scale corpus timely and rapidly, a large scale computational
environment is required. On the other hand, the process of constructing a large scale
corpus consists of many stages, including selecting text sources, crawling texts,
cleaning texts, standardizing LMTs, etc. So it could be regarded as a workflow.
Obviously a distributed or parallel computing environment could meet its requirement
for efficiency in each stage.

Grid [14] consists of a group of distributed computers that can provide the large
scale computation and mass storage to build a corpus. Original LMTs come from the
web, where various Web pages are conveniently available to feed into Grid for rapid
crawling, Grid can process original LMTs while store them into the corpus by using
many NLP techniques. As an economic computing environment, the cost of using Grid
resources is lower than a cluster computer.

Another issue of building a corpus automatically is that due to too many mistakes in
the corpus, the quality of the corpus is lower than the manual corpus. To improve the
quality of a corpus is a hard and necessary task for corpus developers. It’s impossible to
check all of LMTs manually, as it would cause long building period and high cost.
Therefore, we design a model to compute the trustworthiness of each LMT in the
corpus and then pick out the untrustworthy ones to be checked by people. Large part of
LMTs would be corrected by manual work. As manual check also exist mistakes, our
approach allows two or more people to check the same LMT and then chooses the
result with the highest trustworthiness as the answer and stores it into the corpus.
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3 Constructing the Corpus Based on Grid

3.1 The Framework to Construct a Corpus

We designed a framework to construct a corpus and provide the services to users based
on Information Grid. The framework is showed as figure 1. This framework not only
can provide the computational ability to collect and process LMTs rapidly and
efficiently, but can also provide the Web Services and interface to end users.

Common Users Grid Users

One of

| Grid Portal | | Web Services Interface

| Grid Middleware |

| |
i i
i | Information Processing and Service Platform | i
| i
i i
i |
i i

Fig. 1. The Framework to construct the corpus and issue the services based on Information Grid

In Figure 1, the Grid is built on Globus [15] and consists of many computing nodes
which are used to process LMTs. The functions of each node are as follows:

1) To crawl on the Internet and then download Web pages from Websites;

2) To transfer a Web page to pure text and store it as the original LMT on Grid;

3) To process and transfer the original LMT into a processed LMT and then store it
into the corpus;

4) To correct the processed LMT by people and keep its trustworthiness under the
threshold;

5) To use database techniques to organize the corpus and distribute it over the Grid
for better performance;

6) To provide interface and services for users to access the corpus.

Grid Middleware is the kernel of Grid computing and it provides functions such as
remote process management, resource allocation, storage access and authorization etc.
Globus Toolkit 4 [16] is used by our framework as the middleware.

The IPSP (Information Processing and Service Platform) [17] provides following
functions: resource management, jobs and services scheduling, implementation of
services, and corpus deploy, etc.
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Portal typically provides personalized capabilities to its users by a pathway to other
components. Grid portal is an interface for users to access Grid resources. In our
framework, it provides a Website for users to access services of IPSP and the interface
for Web applications.

Users are divided into two types: Grid users and common users. Grid users can
access the corpus on a Grid node and it’s easy and direct to access the corpus through
the Grid environment; common users can only access the corpus via the Grid portal on
a non-Grid node.

3.2 Collecting LMTs Automatically

In our framework there are a group of grid nodes available, so a distributed computing
model is designed to collect and process original LMTs from Websites.

There are many solutions mentioned above for collecting LMTs from the Web,
email servers, messaging system, etc. We choose the robot method to collect texts.
Firstly, we build a parallel web-robot (or web-spider) [18] to crawl on special URLSs
and download web pages simultaneously. Then we build a cleaning tool [19] to
preprocess original web pages and to extract useful contents from HTML files or
emails. Finally, we use NLP tools to build a corpus.

3.3 Checking LMTs

To improve the quality of automatically building corpus, manual correction is
necessary. But it’s impossible for people to check all LMTs in a large scale corpus due
to its enormous size. Therefore, we put forward an approach that provides a set of
formulae to calculate the trustworthiness of each LMT, and then picks out
untrustworthy ones to be checked by people. In this way, only a small part of LMTs
need to be checked. It’s very efficient and could improve the quality of the corpus.

In our experiments, we found out that mistakes in the corpus mainly came from two
aspects: the ambiguity of the LMT itself and the shortcoming of algorithms. We set up
the following two rules to pick out untrustworthy LMTs to be checked:

1) If the LMT itself is ambiguous for one algorithm, then it is tagged as an unchecked
LMT.

2) According to a special algorithm, a threshold € is set and all LMTs with the
trustworthiness 7 which is less than 6 should also be tagged as unchecked LMTs.

After above two steps, a checking tool is provided for people to correct those
mistakes. To insure the quality of checked LMTs, checking rules are as follows:

1) To provide a unified and convenient tool;

2) Each unchecked LMT should be checked by multiple people;

3) Foreach LMT, if the result is still not agreed by all people, then the trustworthiness
should be calculated and then pick out the result with the highest trustworthiness;

4) For each user, to adjust the contents of unchecked LMTs to meet his ability
according to the result of checked LMTs which checked by such user. A good rule
allows customization of selecting appropriate unchecked LMTs for a special user.
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4 The Trustworthiness of LMTs

In this section, firstly we define the formulae to compute the trustworthiness of each
LMT in the corpus. Secondly, we assign a threshold value to split LMTs into two parts:
trustworthy LMTs set and untrustworthy LMTs set. Thirdly, the untrustworthy LMTs
are checked by users. At last, the trustworthiness of all checked LMTs are computed
and then trustworthy results are updated into the corpus.

4.1 The Definition of the Trustworthiness

Definition 1. Trustworthiness, denoted by 7, shows the degree of something to be
trusted. The value of the trustworthiness is between 0 and 1, while O means the lowest
trustworthiness and 1 means the highest trustworthiness.

The trustworthiness is decided by three factors: Competency, Sincerity and
Difficulty. The Competency indicates the knowledge and techniques to accomplish a
task. The Sincerity indicates the average quality of all finished task. The Difficulty
estimates the difficult level to accomplish a task. The Competency has a nearly
invariable value while the other two vary frequently.

We assume that C expresses the Competency, S expresses the Sincerity and D
expresses the Difficulty. The relation between the trustworthiness and three factors is
defined as:

Definition 2. The trustworthiness 7=
T=S@C@(I-D) or t=o(c, s, d)
where @ is an operator, ¢ is a function, c€ C, s€ S, d€ D, t€ T, and ¢, s, d, t€ (0, 1).

For a user/program x and a task y, and the trustworthiness of task y processed by x
can be expressed as £,(y):

1(y)=o(culy),sy)dd(y) ) ey

where vy c z,1.(y) <1,(2) -

Definition 3. Operator @ definition:

Multiple:  6,u(c, s, d) = sxcx(1-d)
Minimum: o©,,,(c, s, d) = min(s, ¢, (1-d))
Combination: 6.,,(c, s, d) =1—(1-s)x(1—-c)xd

where ou(c, S, d)<Omin(C, S, d)<Ccom(c, s, d).

The application could select one of above operators to calculate the trustworthiness.
Which one should be chosen depends on the application itself. Otherwise, a threshold
needs to be set for a decision — which value is viewed trustworthy and which one is
untrustworthy. The threshold of the trustworthiness is defined as follows:

Definition 4. The threshold of the trustworthiness, denoted by 6, is the lowest value
which could be trusted. The LMT with the trustworthiness T are less than 6 is
untrustworthy while the LMT with the trustworthiness 7 is higher than @ is trustworthy.
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There are two types trustworthiness of LMTs: TLMP and TLMU. TLMP represents
trustworthiness of LMTs produced by a program; TLMU represents trustworthiness of
LMTs produced by a group users.

4.2 TLMP and Its Algorithm

TLMP represents trustworthiness of LMTs which is produced by a program. Sincerity
of the application is undoubted, so it’s set to 1. Competency could be regarded as the
precision of the application’s algorithm while Difficulty is based on the processing
contents. Therefore, TLMP is defined as follow:

Definition 5. For an application x and LMT y, TLMP is defined as:

TLMPx(y) = O-mul(cx(y):]rdx(y)) = Cx(y)x(] _dx(y))

In the following section, we take the email classification as an example to illustrate
how to use TLMP to pick out untrustworthy LMTs based on the trustworthiness. The
basic principle of email classification is to calculate the similarity values between
the unclassified mail and classified mails, and then decide the categorization of the
unclassified mail by comparing its similarity.

We assume that the number of categories is k, so each category is denoted as
Catalog; (1<i<k). For each email m, the probability of m belonged to Catalog; is
denoted as P,(Catalog;).

All P,(Catalog;) can be calculated by a specified algorithm, such as ME, SVM,
KNN and Bayes etc. In email categorization we assume that m should be classified to
category j if the P,(Catalog;) is the highest probability.

We find the reason why mails are classified to irrelevant category they are mainly
generated from limitations of algorithms. Currently all algorithms applied to the email
categorization are not perfect. The precisions of all algorithms are between 80% and
95%. If we are able to know which email is categorized incorrectly, the precision would
be improved significantly. But it’s impossible! If we can find such a solution, the
problem of text/email categorization would be solved completely and the precision of
such algorithm would reach 100%. Therefore, we explore another approach to
approximate that effect. If we can pick out a set of emails that are mainly
incorrect-categorized emails, the precision may get improved. From the experiments
with the algorithm ME, SVM and KNN, we find that most incorrect-categorized emails
have following characteristics:

There are multiple Probabilities with high values and it’s hard for the algorithm to
distinguish them. For example, for an email m, P,(Catalog;)=0.2345,
P,(Catalogs)=0.2343 and P,(Catalog;9)=0.2348. Actually the algorithm always chose
the category with the highest probability (0.2348) as the category for m, but it may
always be a wrong decision since these three probabilities are so close.

However, it’s possible to compare the probabilities and to pick out the untrustworthy
email when some of its high probabilities are almost equal.

For an application x and an email y, the trustworthiness in the mail classification is
defined as TLMP (y)=c.(y)xd,(y) while c,(y) is equal to the precision of the algorithm,
and d(y) could be computed as follows:
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1) For i=1 to k, to compute the probability P (Catalog;);

2) To pick out the Py(Catalog;) with the highest value, noted it as Max(P,(Catalog;));

3) To compute the A;between Max(P,(Catalog;)) and other P,(Catalog;):
Ai=Max(Py(Catalog;) —P,(Catalog;) (1<j<k and j#i) 2)

4) To set up a threshold 6, and then count the number m while A;<6 for i=1 to k;
5) Sod(y) can be calculated as follows:

d (y)=Max(Py(Catalog;))x Min(A;)/m 3)

while Min(A;) is the minimum one of A;. So the trustworthiness of email classification
is:

TA(y)=c\(y)xMax(Py(Catalog;))x Min(A;)/m )

We have tested above algorithm on our mail corpus which includes 58872
category-defined mails with 9 categories. We choose 1/3 emails randomly for each
category as test set, and the rest as training set. We use ME [20] to classify the test set
and the result is showed as in Table 1.

Table 1. The result of ME categorizer

Total Correct number Incorrect number micro- p
number
19624 18243 1381 0.930

From our many experiments, c,(y) is set to 0.93 and the threshold 8 is set to 0.35. For
each mail in the test set, TA,(y) is calculated and the result is showed in Table 2.

Table 2. The result of trustworthiness

TA,(y) | Categories Number

>0 Correct-categorized mails 17045
Incorrect-categorized mails | 323

<0 Correct-categorized mails 1198
Incorrect-categorized mails | 1059

Table 2 shows that 1198 correct-categorized emails were untrustworthy while 1059
incorrect-categorized emails also were untrustworthy. So the total number of emails
that need to be checked is 2257 (11.25% of all emails). The lower number of
correct-categorized emails that are regarded as untrustworthy and the more
incorrect-categorized emails that are regarded as untrustworthy, the better the
algorithm is. Similarly the lower number of emails that need to be checked is, the better
the algorithm is. Even though it’s impossible to pick out all the incorrect-categorized
emails by our algorithm, but if all the untrustworthy emails are classified correctly, the
micro-p would be increased to 98.4% and it’s an acceptable score.
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43 TLMU

TLMU represents trustworthiness of LMTs which produced by users. Sincerity is
related to the quality of a user’s finished work with same type of LMTs. Competency is
based on a user’s type. And Difficulty is also based on the contents of LMTs.

We assume all LMTs are divided into n types and each type is denoted as y; (1<i<n).
And y;; means a special user who checks LMTs with the type y; in j™ time. TLMU is
defined as follows:

Definition 5. The trustworthiness of user x checking LMTs with type y; in his j" time is
defined as:

TLMUx(yi,j)=acon1(cx(yi,j)r Sx(yi,j): dx(yi,j)) =]_(]_Cx(yi,j))(]_Sx(yi,j))dx(yi,j) )

¢,(y;;) means the competency of user x when he is checking LMTs with the type y; in his
jth time. All users are divided into four types: experts, staffs, registered users and
unregistered users. Their initialized values c,(y;¢) are set to 0.9, 0.7, 0.5 and 0.3
respectively. c,(y;;) is a dynamic variable and it will be adjusted after a user’s each
checking work on the LMTs with type y;. We use formula (6) to adjust ¢,(y;;) after user
x have checked LMTs with type y; in his (j—1)" time:

c.(y. )= Cx(yx‘,jfl)+TLMva(yi,/—l)ch(yi,,'fl) TLMUx(yi,j)Ze 6
i) = ¢, (y,;.)—(U=TLMU (y, . )*xc,(y,,,)/2  TLMU (y, ;) <80 (6)

All initialized values s,(y; ) are set to 0.5 and it will also be adjusted after a user’s
each checking work on the LMTs with type y;. We use formula (7) to adjust sy(y;):

Zsz(ylp,'fl)

sx(yi'j71)+7d’7><sx(yi'rl) TLMU (y, ;)26

— n
s (3 ;) Zsz(yi,/fl) o
S, (yi,j—] ) _%X sx(yi,j—l ) TLMU,‘(yl',j) <@
where U means a set of users who are assigned to check LMTs with type y; in his (j—1)"
time, and 7 is the total number of users in the set U.
d\(y;;) is defined as formula (8):
1
d, (y,)=1-— (®)
nxl
where 7 is the total number of users to check LMT y;;, and [/ is the total number of the
different results.

We have evaluated TMLU on above email corpus. The test set is 2257 untrustworthy
mails. The number of users is 82, including 2 experts, 10 staffs, 50 registered users and
20 unregistered users. The unregistered users are simulated by computers, so the results
are random. In our experiment, each email is checked by 10 users and each user checks
100 emails. The experimental results are showed in Table 3.

The precision of the test set is 97.4% and the Micro-p for entire email corpus is
increased to 98.1%. So the micro-p score is 5.1% higher than before. This result also
shows that there are 58 incorrect-categorized emails, but it’s acceptable because the
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number of incorrect-categorized mails is very small for entire corpus and building a
zero-error corpus is impossible, especially for a large scale corpus. Besides, the manual
correction also can’t avoid mistakes as well.

Table 3. Test results after checking work

Total number Correct number Incorrect number Precision Micro-p
2257 2139 58 0.974 0.981

5 Conclusion

This paper proposes a new method to build a large scale text corpus and provides an
algorithm to correct mistakes in the corpus. Although the precision of our corpus is
lower than the corpus built by experts, but our approach has many advantages that
manual corpus can’t achieve, such as low cost, short building period, large scale and
high efficiency.

Currently, we have built more than 10 corpora, including classification corpora,
parallel corpora, POS corpora, email corpora and phrase corpora, etc. According to our
previous work, we consider that the framework based on Grid is a really good
environment for building a large corpus. It can be used to build any kind of corpora.
However, our approach to checking the corpus has some limitations. We have only
applied it to some kinds of corpora, such as classification corpora, parallel corpora and
POS corpora. We think it’s very hard to check some corpus by our approach, especially
for N-gram corpus. Our future work is to optimize the trustworthiness formula and
extend the test scope to reduce the size of language materials that need to be checked
and then improve the precision of corpus. We also plan to apply our approach to build
more different corpora.
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Abstract. Roget’s Thesaurus is a lexical resource which groups terms by se-
mantic relatedness. It is Roget’s shortcoming that the relations are ambiguous, in
that it does not name them; it only shows that there is a relation between terms.
Our work focuses on disambiguating hypernym relations within Roget’s The-
saurus. Several techniques of identifying hypernym relations are compared and
contrasted in this paper, and a total of over 50,000 hypernym relations have been
disambiguated within Roget’s. Human judges have evaluated the quality of our
disambiguation techniques, and we have demonstrated on several applications
the usefulness of the disambiguated relations.

1 Introduction

Roget’s Thesaurus has proven useful in several applications, including determining se-
mantic similarity between terms [[1]. Roget’s is a good resource for Natural Language
Processing, not the least because it contains many terms and phrases not found in other
lexical resources. One factor limits the usefulness of Roget’s: unlike in WordNet [2]],
the relations between terms are not named. Instead, Roget’s clusters terms according
to certain kinds of implicit semantic relatedness. Although it is usually clear to people
that words in the Thesaurus are related, it is not always clear in what way. In this paper,
we describe methods of disambiguating hypernym relations in Roget’s Thesaurus. To
demonstrate that this is useful, we show how these relations can improve Roget’s ca-
pacity for solving problems of semantic similarity, synonym identification and analogy
identification. We work with the 1987 version of Penguin’s Roget’s Thesaurus [3]].

1.1 Semantic Distances in Roget’s Thesaurus

Roget’s Thesaurus has been implemented in Java as an Electronic Lexical Knowledge
Base (ELKB) [4]. An 8-level hierarchy for grouping words and phrases in the The-
saurus induces a measure of semantic distance between words/phrases [[1]]. A distance
is calculated as the length of the shortest path through the hierarchy between two given
terms. A score reflects the level at which both words/phrases appear. The Semicolon
Group contains the most closely related terms, while the Class is the broadest category:

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 6 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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— distance 0 — the same Semicolon Group

— distance 2 — the same Paragraph

— distance 4 — the same Part of Speech

— distance 6 — the same Head

— distance 8 — the same Head Group

— distance 10 — the same Sub-Section

— distance 12 — the same Section

— distance 14 — the same Class

— distance 16 — different Classes, or a word or phrase not found

The Part of Speech group found in Roget’s Thesaurus does not contain all terms/phrases
within a particular part of speech, only those terms of a given POS related to a particular
subject (Head). There can also be cross references between Heads in the Thesaurus. An
example of a paragraph appears in Figure[Il Each line is a semicolon group.

support, underpinning, (703 aid);

leg to stand on, point d’appui, footing, ground, terra firma;
hold, foothold, handhold, toe-hold, (778 retention);

life jacket, lifebelt, (662 safeguard);

life-support machine or system;

Fig. 1. The first paragraph from Head 218

1.2 Related Work on Discovering Hypernyms

It is a time-consuming task to construct a large lexical resource that would be as trust-
worthy as WordNet: much work must be done manually. In recent years there has been
research on ways to construct such lexical resources automatically from a corpus, in par-
ticular by creating hypernym hierarchies. Often people apply patterns similar to those
proposed by Hearst [3]], with modifications to improve precision and recall [6/7I8]]. Peo-
ple have also considered Machine Learning in the identification of hypernyms in text
[9]], and mined dictionaries for relations [[10], including relations other than hypernyms.
In recent years some systems, such as Espresso [[I1]], have been designed to identify
a variety of different semantic relations from text. Similar research has been done on
labeling semantic classes using is a relations [12]].

2 Potential Relations in Roget’s Thesaurus

We need to know where in Roget’s hierarchy we can generally encounter hypernymy.
To find out, we took relations from WordNet and counted how many of them mapped
to Roget’s Thesaurus at various levels of granularity. We decided that relations would
have to be between terms/phrases in the same Semicolon Group, Paragraph or Part of
Speech. This eliminates the need for word sense disambiguation (into Roget’s word
senses), since the same word in two different senses rarely appears in the same Part
of Speech. We found a total of 57,478 relations in the same Part of Speech, 45,481 in
the same Paragraph and 15,106 in the same Semicolon Group. We found relatively few
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relations in the same Semicolon Group, compared to the Paragraph and Part of Speech.
Since about 80% of all relations found at the Part of Speech level also appeared in the
same Paragraph, we chose to focus on disambiguating relations in the Paragraph.

3 Identifying Relations

To identify hypernym relations in Roget’s Thesaurus, we look at a variety of resources,
using a variety of techniques. For each of the identified hypernym relations we at-
tempted to find all the places where this relation appears in Roget’s. If both terms in
the relation are found to be in the same Roget’s paragraph, the relation in Roget’s is
disambiguated and labeled as a hypernym relation. To accomplish this effectively, the
ELKB is used to generate all morphological forms of the terms. This is necessary since
many words in Roget’s are not in their base form.

Roget’s Thesaurus is a large resource, with over 50,000 unique nouns and noun
phrases, many of them absent from other lexical resources or corpora. We applied
three different methods of identifying hypernym/hyponym relations: including lexi-
cal resources — WordNet and OpenCyc; search in dictionaries — Longman Dictionary
of Contemporary English (LDOCE) and Wiktionary; and examine large corpora using
patterns proposed by Hearst [5] — the British National Corpus (BNC) and the Waterloo
MultiText (WMT) corpus. It is our overall research plan to identify hypernymy in as
many ways as possible, to allow a multi-faceted disambiguation of hypernym relations
in Roget’s Thesaurus.

3.1 Identifying Hypernyms in Existing Ontologies

Existing lexical resources are an obvious source of lexical relations. We worked both
with WordNet [2]] and OpenCyc [13]]. The relation between a pair of words in Roget’s
is labeled as a hypernym if the two words have a hypernym/hyponym relationship in
WordNet. The hypernyms in WordNet can be any distance from each other in the hyper-
nym tree. The only requirement is that both hypernym and hyponym appear in the same
Paragraph in Roget’s. We have identified 53,404 relations using WordNet.

OpenCyc is a freely distributed version of Cyc, a large general knowledge base. Al-
though not intended as a lexical ontology, it contains a hierarchy of classes and sub-
classes, called “genls”. Phrases are also included in Cyc, generally rendered as a sin-
gle word; for example “Platonicldea” stands for “platonic idea”. OpenCyc contains
only a fraction of the relations from the full version of Cyc, but we still identified
1,608 relations.

3.2 Identifying Hypernyms in Dictionaries

A second source of hypernym/hyponym pairs are machine-readable dictionaries, among
them LDOCE [[14]], often used in the past to find relations in text. We identify hypernym
relations in LDOCE using patterns similar to the two presented by Nakamura and Nagao
.
Nakamura and Nagao [10] have shown these patterns to work well for LDOCE.
We also tried to apply them to Wiktionary [135]. This is somewhat more difficult.
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Wiktionary, unlike LDOCE, is not built by professionals (not systematically), so pat-
terns frequent in LDOCE may not appear as frequently in Wiktionary. In the end, we
found 5,153 hypernyms in LDOCE and 4,483 in Wiktionary that appear in Roget’s.

3.3 Identifying Hypernyms in a Large Corpus

We identify hypernym relations from text, using the six patterns proposed by Hearst [3]
on two different resources: the BNC [[16] and the Waterloo MultiText System [[17]. The
BNC already labels each word/phrase with a part-of-speech tag, which is convenient for
implementing Hearst’s patterns. We used them across all the BNC and discovered al-
most 30,000 relations, but only 1332 relations appeared in the same Roget’s paragraph.

The WMT corpus [[17] contains half a terabyte of queryable Web data. We ran queries
for specific terms in conjunction with Hearst’s patterns, for example “such NP as foot-
ball” or “Protestant and other NP”. First we compiled a list of terms that had no hy-
pernyms assigned by any other method we describe in this papeﬂ The list contained
26,430 unique terms. Of the 26,430 unique words searched for, 15,443 had at least one
phrase retrieved using this method. Once the phrases have been extracted, they were
tagged using Brill’s tagger. Since the WMT corpus does not count punctuation in its
patterns, many of the extracted sentences could not match Hearst’s patterns due to in-
correct or irregular punctuation. For 11,392 relations both terms appear in the same
Roget’s Paragraph.

3.4 Labeling a Hypernym Network in Roget’s

The methods we have presented identified 68,717 unique hypernyms, appearing
92,675 times in Roget’s Thesaurus. The difference is due to the fact that some hyper-
nyms appear in more than one paragraph. Once this has been done, we removed all
cycles and redundant hypernym links. A cycle is a series of hypernym links where a
term can eventually become its own hypernym, of the form “AisaBisa...isa Cisan
A”. We fix cycles by removing the link that is least likely to be correct. In Section [4.1]
we discuss how we determine the accuracy of the hypernyms based on scores assigned
by human evaluators. We found 3,756 cycles; the average cycle length was 3.8 links.

Redundant hypernym links appear when there is a series of relations “A is a B is
a ... is a C” and also a link “A is a C”. The relation “A is a C” is not incorrect, but
it is redundant. We dropped 30,068 redundant hypernym links. After these two fixes,
58,851 non-unique hypernym relations remained.

4 Evaluation

4.1 Manual Evaluation of Hypernyms

We asked five evaluators, fluent in English, to evaluate the automatically acquired rela-
tions as true or false hypernymy. We sampled 200 pairs from each of the six resources.

! Two other methods of inferring hypernyms from synonyms were attempted, with poor results.
They are not included.
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The evaluators did not know from which resource the samples came. One evaluation
was incomplete. Table [Tl shows the scores from each evaluator (R1..R5) as well as the
average score Av and Fleiss” Kappa K [18].

Table 1. Raters R1-R5: kappa, precision, recall, F-measure

RI R2R3 R4 R5 Av K Total P R F
BNC .68 .61.75 .67 .62 .66 .44 1,332 .663 .017 .034
CYC  .95.78 .86 .86 .89 .87 .38 1,608 .865 .021 .041
LDOCE .85 .59 .82 .73 .93 .78 .27 5,153 .782 .067 .123
WMT .72 39 .51 .51 .57 .54 .37 11,392 .536 .147 .231
Wiki .73 .56 .75 - .87 .73 .17 4,483 .726 .057 .107
WN .86.52.80- .77 .74 .11 53,404 .735 .690 .712

WMT was the least accurate resource. This is likely due to our using WMT as a last
resort: to find relations for terms/phrases not found by any other method. Such terms
may be less frequent or may represent concepts harder to identify.

The kappa scores — see Table[Il column K — were not high, particularly for the hyper-
nyms identified in Wiktionary and WordNet. These kappa results are somewhat lower
than the score of 0.51 shown in Rydin [[7] on a similar problem. The low kappa scores
and the fact that WordNet scored relatively poorly suggests that people are not always
good judges of hypernymy. WordNet’s low scores may be because some hypernyms
links appear to be closer to synonymy than to actual hypernymy or because it has many
infrequent words senses, of which evaluators may not have been aware.

It is possible to evaluate each resource using precision and recall — see Table [I1
Precision (P) is the accuracy of the resource and recall (R) is the proportion of relations
found in that resource. Also shown are the total number of relations found in each
resource (Total) and the F-measure (F).

4.2 Combining the Hypernyms from the Resources

The sets of hypernyms we have produced had to be combined in a way that promises
high accuracy. Table [Tl shows average accuracy for each resource. These results can be
used to determine new accuracies for hypernyms that come from two or more resources.
The counts of co-occurring hypernyms for 1-6 resources are 61581, 5839, 1102, 171,
21 and 3.

We used the accuracy assigned to each hypernym pair to break cycles, as discussed
in Section 3.4l Let the probability of a false hypernym classified as true in resource
A be P(A) (it is 1 - Accuracy from Table [T)). When a hypernym pair x appears in just
one resource, the probability of error is P(x) = P(A). If x is found in more than one re-
source, P(x)is calculated as P(x)=P(A) * P(B) *... * P(Z). Once we have determined the
probability of error for each hypernym pair, we can determine the average error for the
entire set of hypernyms. The total average accuracy is 73.1% over all 68,717 hypernym
pairs. Due to the low kappa scores (Table[T), this accuracy may not be entirely reliable.
With this method, some disambiguated hypernyms have extremely high accuracy. The
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hypernyms “drill is a tool”, “crow is a bird” and “cactus is a plant” were found in all
6 resources and had probabilities close to 1.0.

4.3 Evaluation Through Applications

The last method of evaluating the disambiguated hypernyms in Roget’s Thesaurus is
to test the enhanced Thesaurus on the same applications on which the original (unen-
hanced) Roget’s system was tested. The chosen applications make use of a new semantic
similarity function that accounts for hypernyms. We start off with a function presented
in Jarmasz and Szpakowicz [[1]] (as seen in Section[[1)), and adjust it for hypernymy. If
the two terms are direct hypernyms/hyponyms of each other, we increase the score by
4. We add 3 if there are two hypernym/hyponym links between the terms, 2 for three
links, 1 for four links. A penalty of -1 applies to both words if they have no hyper-
nym/hyponym links; this is done because sometimes the relations between a word and
the other words in its Head, Paragraph and even Semicolon Group are not clear. If no
hypernym for that term exists in its Head, then it becomes more likely that the Paragraph
that contains the word does not really represent its true sense. We chose these values
because they add reward/penalty to the original similarity function without completely
overwhelming it. All this gives a range of scores -2..20, which we shift up to 0..22 to
get only non-negative values.

Semantic Distance and Correlation with Human Annotators. We tested the new and
old semantic similarity measures on three data sets: Miller & Charles [19], Rubenstein
& Goodenough and Finkelstein et al. [Iﬂlﬂ We measured the Pearson product-
moment correlation coefficient between the numbers given by human judges and those
achieved by the two systems. The results appear in Table 2] where we compare the orig-
inal and enhanced semantic distance function. We considered only nouns for this task.
We found that the improvement on Rubenstein & Goodenough and Finkelstein et
al. [21]] was statistically significant with a P-value p < 0.05 using a Paired Student
t-test.

Table 2. Results for semantic distances and choosing the correct synonym

Data Set Orig Enh ESL TOEFL RDWP
Miller & Charles 0.773 0.836 Orig Enh Orig Enh Orig Enh
Rubenstein & Goodenough 0.781 0.838 Right 38 42 58 58 201 205
Finkelstein et al. 0.411 0.435 Wrong 12 8 22 22 99 095

Ties 3 0 5 5 23 13

Synonym Identification Problems. The same semantic similarity function can also
work for the problem of identifying a correct synonym of a word from a group of

2 The WordSimilarity-353 Test Collection is available at: http: //www.cs.technion.ac.
11/ gabr/resources/data/wordsim353/wordsim353.html
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candidates. We tried a method similar to that found in Jarmasz and Szpakowicz [[I].
We used three data sets for this application: Test Of English as a Foreign Language
(TOEFL) [22], English as a Second Language (ESL) and Reader’s Digest Word
Power Game (RDWP) [24]]. See Table 2l for the results of the original and the enhanced
system. We show the number of correct, incorrect and tied answers; ties are also counted
as incorrect.

Analogy Identification Problems. In an analogy identification problem we get words
W1, Wo and we choose among several other pairs the pair linked by the same relation
as Wy, Ws. In this way, it is a relation disambiguation problem since the relations be-
tween the words is not known. We worked with 374 SAT analogy questions where
the correct analogy is selected among five possibilities. The focus of our work is on
a subset of the 374 SAT analogy problem where we can identify hypernym relations
using the enhanced Roget’s Thesaurus. For the sake of completeness we do tests on the
entire data set, but — since only a fraction of the relations are hypernyms — we cannot
expect any improvements to be very large. Let the words in the original pair be A and B
and in the candidate pair C and D. The distance formula is as follow3:

dist = |[semDist(A, B) — semDist(C,D)| + 1/
(semDist(A,C) 4+ semDist(B, D) + 1)

Each word in the data set had previously been labeled with its part of speech. The
candidate pair with the lowest distance score is chosen as the correct analogy. We can
also modify the function by checking for hypernym analogies. If both the original word
pair and one of the analogy candidates are linked by hypernymy, we can prefer that
candidate. In such “hypernymy matching”, we take into account the number of hyper-
nym links between two terms in the original pair and the potential analogy pair; dist is
altered by this formula:

distAlt = dist — (k — |hypernymDist(A, B) — hypernymDist(C, D)|)

Here, k is a constant. Ideally k& should be a suitably high number, so that pairs of words
that are both related by hypernymy are favoured above pairs that are not both related by
hypernymy. In our case, the selected analogy pair rarely had a dist score greater than 8,
so we chose k = 8. We tested four different variations on this algorithm — see Table[3]—
on hypernym questions, and all questions. There are 24 cases where the original word
pair can be matched by hypernyms. Of these 24 pairs, six more were found to be cor-
rect using this new system. All three enhanced systems show considerable improvement
over simply using the original semantic distance function without any sort of hypernym
matching. All three enhanced methods were found to be statistically significant with
a P-value p < 0.05 using a Paired Student t-test on the 24-case subset, though not on
the full SAT analogy dataset.

3 The formula comes from Jarmasz, M., Nastase, V., Szpakowicz, S.: Roget’s Thesaurus as an
Electronic Lexical Knowledge Base for Natural Language Processing (submitted to Language
Resources and Evaluation).
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Table 3. Results for choosing the correct analogy from a set of candidates

System Right Wrong Ties Omit
Hypernyms Only

Original 7 15 2
Original with Hypernym Matching 13 9 2
Enhanced 13 10 1
Enhanced with Hypernym Matching 14 9 1

All Data

Original 124 226 14 10
Original with Hypernym Matching 130 220 14 10
Enhanced 129 231 4 10

Enhanced with Hypernym Matching 130 230 4 10

5 Conclusion

It was difficult to get strong agreement between raters. With kappa scores ranging be-
tween .11 and .44, the rater agreement was not high at all. When we average the accu-
racy for each of the hypernyms identified with each resource (as determined by aver-
aging the results from the human annotators), the hypernyms disambiguated in Roget’s
Thesaurus are 73% accurate. The accuracy of the hypernyms identified ranges from
nearly 100% to as low as 53%.

The enhanced Roget’s Thesaurus worked better than the original ELKB for most of
the data sets on which it was tested. We found statistically significant improvements for
the data in Rubenstein & Goodenough [20] and Finkelstein et al. [21]]. Improvements
on these two data sets as well as on the Miller & Charles data are fairly substantial
given the already high scores obtained using the unenhanced Roget’s Thesaurus. We
also found small improvements for the ESL and RDWP [24] data sets. The TOEFL
set [22]] did not show any improvement, but it did no worse either.

We also found some improvement in solving the SAT Analogy questions [25]]. Us-
ing the improved semantic distance function did improve the results for answering SAT
questions, but the best improvements came from matching hypernym analogies to hy-
pernym solutions. This system could be more effective if more hypernym relations as
well as other relations were disambiguated in Roget’s. The problem of solving anal-
ogy questions is not an easy one for people or machines. The most successful system
that we are aware of is 56% accurate on the same SAT data set [26], while the average
college-bound high-school student gets about 57% accuracy.
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Abstract. In the paper, we present the results of an experiment with compar-
ing the effectiveness of real text parsers of Czech language based on completely
different approaches — stochastic parsers that provide dependency trees as their
outputs and a meta-grammar parser that generates a resulting chart structure rep-
resenting a packed forest of phrasal derivation trees.

We describe and formulate main questions and problems accompanying such
experiment, try to offer answers to these questions and finally display also factual
results of the tests measured on 10 thousand Czech sentences.

1 Introduction

During last ten years a number of syntax parsers of the Czech language have been im-
plemented with the concentration to real parsing of real texts (in contrast to theoretical
and demonstration parsers created in 80s and 90s of the last century).

Some of those “real text parsers” came into existence in the team around the Prague
Dependency Treebank [[I]], we will call them as the Prague parsers although the best
ones of them are variants of parsers of British or American authors.

The other set of compared parsers are variants of the parser designed and imple-
mented in the team of NLP laboratory at Masaryk university in Brno (the synt parser
[2]), thus we call it the Brno parser in the context of this paper.

Although all these parsers are tested and used for several years already, their imple-
mentations are running more or less independently and no rigorous comparison of their
effectiveness has been done yet.

This paper tries to formulate all problems that have hindered such comparison so far,
then offers a solution of them and finally present the results of the actual comparison.
The Prague parsers have already been compared and rated all together, so the novelty

* This work has been partly supported by the Academy of Sciences of Czech Republic under
the projects T100300414, T100300419 and 1ET100300517 and by the Ministry of Education
of CR within the Center of basic research LC536 and by the Czech Science Foundation under
the project 201/05/2781.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 76184]2007.
(© Springer-Verlag Berlin Heidelberg 2007
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in this comparison is the Brno parser synt that is based on completely different ap-
proaches than the Prague parsers.

2 The Compared Parsers

In this section, we will shortly describe the parsers used in the prepared measuring and
comparison.

2.1 The Prague Parsers — Basic Characteristics

The set of dependency parsers selected and denoted as the Prague parsers contains the
following representatives:

McD. McDonnald’s maximum spanning tree parser [3]],

COL. Collins’s parser adapted for PDT [4]],

ZZ.. Zabokrtsky’s rule-based dependency parser [3],

AN. Holan’s parser ANALOG - it has no training phase and in the parsing phase it
searches in the training data for the most similar local tree configuration [6]],

L2R, R2L, L2R3, R2L3. Holan’s pushdown parsers [7]],

CP. Holan’s and Zabokrtsky ’s combining parser [3],

The selection of Prague parsers was limited to the parsers contained in CP, which
is currently the parser with the best known results on PDT including also other parsers
like, e.g., Hall and Novdk’s corrective modeling parser [8] or Nilsson, Nivre and Hall’s
graph transformation parser [9]. These parsers were not included in the comparison,
since currently we do not have their results for all sentences of the testing data set.

The pushdown parsers, during their training phase, create a set of premise-action
rules, and apply it during the parsing phase. In the training phase, the parser determines
the sequence of actions which leads to the correct tree for each sentence (in case of
ambiguity, a pre-specified preference ordering of the actions is used). During the parsing
phase, in each situation the parser chooses the premise-action pair with the highest
score. In the tests, we have measured four versions of the pushdown parser: L2R —
the basic pushdown parser (left to right), R2L — the parser processing the sentences
in reverse order, L23 and R23 — the parsers using 3-letter suffices of the word forms
instead of the morphological tags.

2.2 The Brno Parser — Basic Characteristics

In contrast to the Prague parsers, the Brno parser synt is based only on its meta-
grammar, the parser does not have any training phase used to learn the context depen-
dencies of the input texts. All rules that guide the analysis process are developed by
linguistic and computer experts with all the drawbacks it can bring (see the Section 3.3
for a description of some of them). The advantage of this process is a better adaptation
to yet undescribed language phenomena.

The current meta-grammar contains about 250 meta-rules that allow to describe in
a human-maintainable way all possible rules used as the actual input for the chart pars-
ing algorithm formed by 2800 generated rules plus feature agreement tests and other
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contextual actions used for pruning the resulting chart. This meta-grammar describes
more than 90 % of sentences from the PDTB-1.0 corpus (the predecessor of PDT-2.0).

The involved chart parsing algorithm uses a modified Head-driven chart parser [10],
which provides a very fast parsing of real-text sentences with an average time of 0.07
sec/sentence.

3 The Principal Differences of the Parsers

The most principal difference between the parsers is, of course, the underlying formal-
ism and methodology of the parsing process. This is however not the sort of difference
that would cause problems in the parser comparison. In this section, we will concen-
trate on the problems arising with different input and output data structures, different
morphological and syntactical tagging and different presuppositions on the input text
that all need to be resolved before we can start with the real comparison.

3.1 Q1: The Input Format

The input of the Brno parser is either a tagged text (from corpus or from other tagged
source) with morphological tags compatible with the tagset of the Czech morpholog-
ical analyser called Ajka [11]] or a plain text (divided into sentences), which is then
processed with Ajka. Since Ajka does not resolve ambiguities on the morphological
level[l the Brno parser generally counts with the possibility of ambiguous surface level
tokens.

The Prague parsers use as their input also text split into individual sentences, but
with unambiguous morphological tags obtained from Haji¢’s morphological analyser
and tagger [12]].

Both morphological analysers (and thus both parser groups) use different morpho-
logical tagging systems, which are not 1:1 translatable to each other. However, the dif-
ferences do not affect the most important morphological features from the point of view
of the syntactic analysis, so we have used an automatic conversion with some informa-
tion stripping.

3.2 Q2: Dependency Trees vs. Phrasal Trees

The output of Prague parsers is formed by dependency trees or graphs, whereas the
output of the Brno parser is basically formed by packed shared forest of phrasal trees.
The Brno parser includes the possibility of sorting the trees of the shared forest and
output N trees with the highest free rank (a value obtained as a combination of several
“figures of merit,” see [13]).

This difference in the output format plus the fact that the Brno team does not yet
have a large testing tree bank of phrasal trees for measurements] was the cause of
the biggest problems in the comparison. Since the measurements had to be done on

! Ajka provides all possible combinations of morphological features of the input words.
% Such tree bank of about 5 thousand phrasal trees is being prepared during this year.
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several thousands of sentences, we have decided to use the PDT-2.0 tree bankﬁ [[14].
Since this tree bank provides only the dependency trees for more than 80 thousand
Czech sentences, we have decided to convert them to phrasal trees using the Collin’s
conversion tool [13] and then measure the differences between the Brno parser out-
put and this “phrasal PDT-2.0” using the PARSEVAL and the Leaf-ancestor assessment
techniques (for more details see the Section ).

3.3 Q3: One Resulting Tree vs. (Shared) Forest

The output of the Brno parser is formed by the resulting chart structure, which en-
compasses a whole forest of derivation trees (all of them, however, have the same root
nonterminal that represents the successful analysis).

In order to be able to provide a comparison of this forest with the one tree obtained
from PDT 2.0 conversion procedure, we have for each sentence extracted first 100 (or
less) trees sorted according to the free rank. Each of these trees was then compared
to the one from PDT and the results are displayed with the following 3 numbers: a)
best trees — one tree from the set that is most similar to the desired tree is selected and
compared; b) first tree — the tree with the highest tree rank is selected and compared;
and c) average — the average of all trees is presented.

3.4 Q4: Projective vs. Non-projective Trees

The output of the Brno parser is always in the form of projective trees, but a non-
projective phrase can, in some cases, be analysed with the mechanism of different rule
levels, that allow to handle special kinds of phrases. Nevertheless, the Brno parser is
not suitable for analysing non-projective sentences at the moment. In the future, we will
have to provide techniques like corrections for non-projective parses described in [8].

On the other hand, the output of the Prague parsers, as a set of dependency edges be-
tween words, can cross the word surface order without problems. Thus it can represent
projective as well as non-projective sentences.

According to the Prague Dependency Treebank statistics, PDT contains approxi-
mately 20 % of non-projective sentences. The sentences selected for comparison are
thus not limited to only projective sentences, but the results are counted separately for
projective and non-projective sentences.

3.5 Q5: The Testing Data Set

For the measuring and comparison of parser effectiveness, we definitely need syntacti-
cally annotated data. Such data are available for the dependency trees in PDT. The tree
bank has three parts — the training part (train), the testing part for development (d-test)
and the testing part for evaluation (e-test).

Since the Prague parsers use the first two sets for development and because there is
no such similar tree bank available for the phrasal trees from the Brno parser, we have

3 The Prague Dependency Treebank, version 2.0, was created by the Institute of Formal and
Applied Linguistics, http: //ufal .mff.cuni.cz
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decided to use the PDT e-test part (approx. 10 thousand sentences) for the comparison
and we will try to overcome the differences between the parser outputs.

One important difference regarding the testing data set is the fact that the Brno parser
does not have any training or learning phase — it is purely grammar based parser. The
drawback of this fact is that the Brno parser cannot automatically adapt to kinds of texts
that were not intended for analysis. The parser is designed to analyse only sentences
of the usual structure. Since the Czech language is a representative of free-word-order
languages, the parser allows an analysis of many possible word combinations that can
form even very “wild” Czech sentences, however, it refuses to analyse texts like PDT
sentences e-test#00017: “10 - 3 %” or e-test#00554: “Dité 4 - 10 let : 1640 (Child
4-10 years:1640).” The Prague parsers, thanks to their stochastic nature, do not have
any problems in analysing such kinds of sentences.

4 The Results

As we have described in the Section 3] we have decided to use the PDT-2.0 e-test part,
where the morphological tags were automatically converted from the Prague tags to the
Ajka tags without ambiguities. The e-test set contains approximately 10 thousand syn-
tactically annotated dependency trees. To get trees comparable to Brno parser output,
we needed to convert these dependency trees to phrasal trees.

The conversion proceeded in two steps: first, the PDT-2.0 dependency trees in PML
format (the default format in PDT-2.0) were converted into the CSTS format (earlier
format of PDT) with PDT tool bt red. Then, the Collin’s conversion tool [13]] was used
to obtain PDT-2.0 phrasal trees similar to the output of the Brno parser. The statistical
features of the e-test set are:

10148 sentences (173586 words)
7732 projective sentences

2416 non-projective sentences
87.7 % Brno parser coverage

Parsers Accuracy - all sentences Parsers accuracy - the small Brno tree set
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Fig. 1. The difference of the results with measuring on the converted PDT trees and on the small
Brno tree set
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Table 1. The results of the Prague parsers (precision = recall)

Parser all sentences non-projective projective

R2L 73.845 % 69.823 % 75.735 %
L2R 71.315 % 67.297 % 73.204 %
ANALOG  71.077 % 66.625 % 73.169 %
R2L3 61.648 % 58.276 % 63.233 %
L2R3 53.276 % 49.672 % 64.912 %
7z 75.931 % 74.177 % 76.755 %
col 80.905 % 75.634 % 83.383 %
MST 83.984 % 82.230 % 84.809 %
CP 85.85% 83.434 % 86.979 %

Table 2. The results of the Brno parser on the e-test set

cross-brackets precision recall LAA
all sentences

Best trees 4.473 60.228 % 60.645 % 71.5 %
First trees 6.229 47.306 % 50.778 % 69.1 %
Average 5.799 45.627 % 46.584 % 69.0 %
projective sentences

Best trees 3.619 66.718 % 68.663 % 73.1 %
First trees 5.289 53.028 % 57.630 % 70.6 %
Average 4.942 50.859 % 52.552 % 70.5 %
non-projective sentences

Best trees 7.251 39.615 % 35.727 % 65.6 %
First trees 9.325 29.275 % 29.699 % 63.5 %
Average 8.625 29.112 % 28.097 % 63.3 %

Since the Brno parser does not provide output for all sentences in the e-test set (see the
discussion in the Section [3.5)), the actual comparison was run only on those sentences
from e-test, that were accepted by the Brno parser.

4.1 Measuring Techniques

The methodology for measuring the results of dependency parsing is usually defined
as computation of the precision and recall of the particular dependency edges in the
resulting graph/tree. These quantities are measured for each lexical item and the result
is then computed as an average precision and average recall throughout the whole set.

In the case of phrasal trees we use the two following measures, PARSEVAL and
leaf-ancestor assessment (LAA).

The PARSEVAL scheme utilizes only the bracketing information from the parser
output to compute three values:

— crossing bracket — the number of brackets in the tested analyzer’s parse that cross
the tree bank parse.
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Table 3. The results of the Brno and Prague parsers on the small Brno tree set

cross-brackets precision recall LAA

Best trees 0.792 89.519 % 92.274 % 97.2 %
First trees 2.132 70.849 % 74.358 % 92.6 %
Average 2.311 63.330 % 64.453 % 91.4 %
R2L 81.472 %
L2R 81.634 %
ANALOG 76.537 %
R2L3 63.754 %
L2R3 57.201 %
77 86.650 %
col 90.129 %
MST 89.889 %
CP 91.912 %

— recall — a ratio of the number of correct brackets in the analyzer’s parse to the total
number of brackets in the tree bank parse.

— precision— a ratio of the number of correct brackets in the analyzer’s parse to the
total number of brackets in the parse.

There are several known limitations [16] of the PARSEVAL technique. It is not clear
whether this metric can be used for comparing parsers with different degrees of struc-
tural fineness since the score on this metric is tightly related to the degree of the struc-
tural detail.

The leaf-ancestor assessment measure is more complicated than PARSE-
VAL. It considers a lineage for each word in the sentence, that is, the sequence of
node-labels found on the path between leaf and root nodes in the respective trees. The
lineages are compared by their edit distance, each of them having the score between
0 and 1. The score of the whole sentence is then defined as the mean similarity of the
lineage-pairs for its respective leaves.

Since it considers not only boundaries between the phrases, the LAA measure is
supposed to be more objective than the PARSEVAL, even at non-projective sentences.
In this comparison we used the Geoffrey Sampson’s LAA implementation, available at
http://www.grsampson.net/Resources.html.

4.2 Problems and Discussion

Overall results of the Prague parsers testing are presented in the Table[T]in the form of
percentage of correct dependendences for the whole set of sentences, for non-projecive
and for projective only. The results of the Brno parser on the whole testing set (with
manual tagging from PDT-2.0), e-test is displayed in the Table[2l

The experiment of comparing the results of parsers with dependency and phrasal
outputs has opened several problems that we have tried to cope with. One of the main
causes of these problems were the incompatibilities between the “phrasal PDT” trees
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and phrasal trees from the Brno parser. This was also the main source of low preci-
sion and recall of the parser. In order to prove this thesis, we have (manually) prepared
a small set of phrasal treed] in the form of the Brno parser trees and repeated the mea-
surements for this subset. The improvement of the results of the Brno parser on this
small subset may be seen in the Table[3and in the Figure[1l

5 Conclusions and Future Directions

In the paper, we have described a thorough comparison of the techniques and outputs
of the two groups of parsers of the Czech language — the stochastic dependency Prague
parsers and the meta-grammar phrasal Brno parser. We have summarized and discussed
all the problems of a comparison of such different approaches and we have presented the
measured results of the experiment. The results show that the Prague stochastic parser
are better for general textual data, which do not have to follow (Czech) grammatical
structures. However, it is not easy to give such conclusion for proper sentences.

In the future development, we would like to repeat this tests on another set of input
data, namely on the prepared Brno phrasal tree bank. The question is whether this dif-
ferent testing set will shuffle the table of results significantly or it will stay more or less
the same.
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Abstract. The paper deals with development and application of automatic word
clustering (AWC) tool aimed at processing Russian texts of various types,
which should satisfy the requirements of flexibility and compatibility with other
linguistic resources. The construction of AWC tool requires computer
implementation of latent semantic analysis (LSA) combined with clustering
algorithms. To meet the need, Python-based software has been developed.
Major procedures performed by AWC tool are segmentation of input texts and
context analysis, co-occurrence matrix construction, agglomerative and K-
means clustering. Special attention is drawn to experimental results on
clustering words in raw texts with changing parameters.

1 Introduction

Recent advances in development of linguistic research tools encourage solution of the
problems dealing with semantic data extraction from text corpora. One of the most
relevant issues is automatic word clustering (AWC) — a procedure which provides
data on hierarchical structure of the lexicon which are indispensable in construction of
NLP-oriented lexicographic modules (dictionaries, thesauri and ontologies), word
sense disambiguation, automatic text indexing, document clustering, information
retrieval, etc. AWC procedures are widely used in various NLP systems, e.g.:

—  COALS (http://dlt4.mit.edu/~dr/COALS/),

—  InfoMap (http://infomap.stanford.edu),

—  Google-Sets (http://labs.google.com/sets),

—  DSM (http://clg.wlv.ac.uk/demos/similarity/),

—  SenseClusters (http://senseclusters.sourceforge.net/), etc.

However, only few AWC modules aimed at Russian corpora processing have been
developed for research purposes (e.g.: [1], [2], [3]); thereby, the necessity of
constructing such devices seems quite evident.

The aim of the discussed project is elaboration and application of AWC tool for
Russian. It is claimed that the proposed tool should allow processing texts of various
types and size (raw and morphologically tagged texts, monolingual and multilingual
parallel texts, texts of various genres, small and large corpora, etc.), it should be
flexible and compatible with other linguistic resources.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 85@ 2007.
© Springer-Verlag Berlin Heidelberg 2007
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The project is implemented in stages: first, the environment for processing raw
texts is constructed; second, functions which enable operating on morphologically
tagged texts are introduced. The paper presents results of AWC tool development
achieved so far with regard to computer implementation, as well as experimental data
on AWC procedures performed on raw monolingual and multilingual parallel texts.

2 AWC Techniques

It is implied that AWC may be successfully performed on the basis of co-occurrence
data obtained from corpora. Thus, AWC procedure requires realization of latent
semantic analysis (LSA) (e.g.: [4], [5], [6]) and clustering algorithms (e.g.: [7], [8], [9]).

From a linguistic point of view, LSA is based on the possibility of detecting
semantic similarity of words by comparing their syntagmatic properties (co-
occurrence or distribution analysis). From a technical standpoint, LSA involves
construction of vector-space models for processed texts; it means that the sets of
contexts for each word are represented as distribution vectors in N-dimensional space.

It is possible to evaluate semantic similarity of words by measuring distances
between their distribution representations. Numerous metrics are used for the given
purpose, e.g. Euclidean measure, Hamming measure, Chebyshev measure, cosine
measure, etc. The selection of metrics often depends on qualitative parameters of
processed texts. In our case, Euclidean measure was chosen as a basic metric. Results
of measuring semantic distances are applied in clustering: words having similar
distribution representations as a rule reveal similarity of meaning and should be
included into the same cluster.

General approaches to clustering are exposed in hierarchical (agglomerative,
divisive), partitioning (K-means, K-medoid, etc.), hybrid algorithms. Certain
linguistic tasks require application of special clustering techniques, e.g. CBC [10],
MajorClust [11]. The choice of a particular algorithm is determined by experimental
conditions (corpora size, required speed of clustering, constraints for the number of
resulting clusters, etc.). At the first stage of the project preference was given to basic
clustering algorithms (agglomerative and K-means).

Data extracted from texts through AWC procedure admit cogent linguistic
interpretation.

3 Computer Implementation of AWC

Python-based AWC software developed and adjusted within the project framework
maintains a set of conjoined modules performing text preprocessing, agglomerative
clustering, K-means clustering. Such parameters as names of input files (processed
texts and sets of words subjected to clustering), context window size [ts], weight
assignment for context items (yes/no), distance metric, clustering technique, ultimate
number of clusters (C), etc. are determined by users.

The first module provides text preprocessing. Context segmentation is carried out in
accordance with a particular context window size. Automatic weight assignment may
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be done for lexical items taking into account their positions in contexts. The given
module is responsible for such operations as forming distribution representations of
words, measuring semantic distances, building co-occurrence matrix. The second and
the third modules support agglomerative and K-means clustering respectively. An
output file contains co-occurrence data and clustering results.

4 Experimental Results on AWC with Various Parameters

In order to determine research potential of AWC tool and to evaluate its effectiveness,
a series of experiments on clustering words in raw texts was fulfilled, namely:

— automatic clustering of Russian most frequent and polysemous verbs in the
experimental corpus of verbal contexts;

— automatic clustering of descriptors in scientific texts included into the corpus
on Corpus Linguistics;

—  automatic clustering of words in parallel texts: the original English text of the
fairy story «Animal Farm» by G. Orwell and its translation into Russian.

4.1 Automatic Clustering of Verbs in Experimental Corpus

AWC proves to be quite productive with respect to distinguishing verbs of different
semantic classes. Data on contextual neighbours of verbs and on verbal valency frames
extracted from corpora play a crucial role in multilevel text analysis, therefore AWC
tool was employed in trial processing of the experimental corpus of verbal contexts.
The given corpus containing over 100 000 tokens was formed on the basis of a large
Russian corpus Bokr’onok built in St.-Petersburg State University [1], [12]. Both raw
and morphologically tagged versions of the experimental corpus are accessible.

Trial AWC procedures gave promising results. Major clustering parameters are as
follows: context window size s= %5, weight assignment for context items — yes,
distance metric — Euclidean measure, clustering technique — agglomerative.

Experimental procedure was carried out for a set of the most frequent and
polysemous verbs belonging to different semantic classes:

—  verbs of intellectual activity: dumat’ (think), ponimat’ (understand), etc.;
—  verbs of perception: videt’ (see), smotret’ (look), etc.;

—  verbs of transmission: brat’ (take), dat’ (give), etc.;

—  verbs of functioning: delat’ (do), rabotat’ (work), etc.;

—  verbs of management: derZat’ (hold), brosat’ (throw), etc.;

—  verbs of movement: idti (walk), jehat’ (drive), etc.;

—  verbs of location: stojat’ (stand), lezat’ (lay), etc.

Clustering of the given verbs was performed successfully, e.g.:

[idti (walk), jehat’ (drive) [videt’ (see), smotret’ (look)]];

[idti (walk), jehat’ (drive) [delat’ (do), rabotat’ (work)]];

[brat’ (take), dat’ (give) [videt’ (see), smotret’ (look)]];

[derZat’ (hold), brosat’ (throw) [dumat’ (think), ponimat’ (understand)]];
[stojat’ (stand), leZat’ (lay) [dumat’ (think), ponimat’ (understand)]].
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Data on semantic distances for the given verbs seem to be reliable. Fluctuation of
distance values indicates that diffrences in verb distribution are more or less
significant.

The verbs belonging to the same class show similarity of distributions (their
distance values are low), e.g.:

D (dumat’ (think), ponimat’ (understand)) = 0,107,
D (delat’ (do), rabotat’ (work)) = 0,117.

The verbs belonging to different classes reveal diverse distributions (their distance
values are high), e.g.:

D (ponimat’ (understand), lezat’ (lay)) = 0,152;
D (videt’ (see), idti (walk)) = 0,151.

Difference in distribution is also registered for verbs belonging to the same
semantic class but being in contrastive relations, e.g.:

D (brat’ (take), dat’ (give)) = 0,131.

However, such verbs are clustered correctly, so that the difference in their
distribution seems to be less significant than the difference in distribution for verbs
representing separate semantic classes.

4.2 Automatic Clustering of Descriptors in Scientific Texts

AWC shows considerable promise in processing terminological items and domain-
restricted texts. In such cases clustering data contribute much to adequate domain
modelling and ensure development of lexicographic and ontological systems.
Linguistic resource involved in the experiment is the corpus on Corpus Linguistics
being developed in St.-Petersburg State University and Institute of Linguistic Studies,
RAS. The corpus contains texts of research papers in Russian [13], [14], [15], [16].
Each text of the corpus is supplied with metadata which include bibliographic
passport and a set of 10 relevant descriptors (key words) indicating the topic of the
paper. E.g., text Ne 2002_72_79 gets such a set of descriptors: [arhiv (archive), bank
(bank), dannyje (data), korpus (corpus), massiv (array), poisk (retrieval), razmetka
(annotation), tekst (text), format (format), cesskij (Czech)], etc.

Major clustering parameters are as follows: context window size s = 15, weight
assignment for context items — yes, distance metric — Euclidean measure, clustering
techniques — agglomerative and K-means, ultimate number of clusters C = 3, 5,7, 9.

It is worth noting that the results furnished by agglomerative and K-means
clustering differ distinctly with regard to central cluster size and filling: e.g. text
Ne 2002_72_79,C=5:

agglomerative clustering
[arhiv (archive), bank (bank), massiv (array), format (format) [razmetka (annotation)
[CesSskij (Czech) [poisk (retrieval) [[tekst (text), korpus (corpus)] dannyje (data)]]1]];

K-means clustering
[larhiv (archive)] [bank (bank)] [razmetka (annotation)] [dannyje (data), korpus
(corpus), poisk (retrieval), tekst (text), format (format), cesskij (Czech)] (massiv (array)]].
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Alongside revealing semantic relations in the sets of terminological items, trial
AWC procedure allows exposure of nuclear descriptors characteristic of Corpus
Linguistics domain: korpus (corpus), tekst (text), razmetka (annotation), poisk
(retrieval), dannyje (data), etc.

Clustering results may be involved in the comparison of documents with partly
coinciding sets of descriptors, e.g. text No2002_72_79 and text Ne 2002_55_64
contain similar descriptors, their sets being structured uniformly:

[massiv (array) [dannyje (data) [korpus (corpus), tekst (text)]]];

at the same time, text Ne2002_72_79 and text Ne2006_16_24 are equally
characterized by descriptors korpus (corpus), tekst (text), format (format), razmetka
(annotation), poisk (retrieval), although they are ordered in different ways:

text Ne 2002_72_79
[format (format) [razmetka (annotation) [poisk (retrieval) [tekst (text), korpus (corpus)|]]];

text Ne 2006_16_24
[razmetka (annotation) [[[korpus (corpus), tekst (text)] format (format)) [poisk (retrieval)]].

Given the texts which share common descriptors, similar clustering results prove
adherence of the texts to the same topic, and conversely, differences in their clustering
provide evidence on divergence of corresponding texts in regards to their subject
matter.

4.3 Automatic Clustering of Words in Parallel Texts

Processing multilingual parallel texts with the help of AWC tool enables us to
compare relations between lexical items within semantic classes in contrasting
languages and thus to verify adequacy of translation.

The original English text of the fairy-story «Animal Farm» by G. Orwell and its
translation into Russian were involved in trial processing, Russian text size of about
24 000 tokens, English text size of about 30 000 tokens.

Clustering within a group of words denoting human beings, animals and birds
(over 50 words occurring in both texts) was carried out with the following clustering
parameters: context window size s = 15, weight assignment for context items — yes,
distance metric — Euclidean measure, clustering technique — agglomerative.

AWC tool proved to be quite efficient in distinguishing nouns within microgroups,
e.g. in differentiating generic and specific names, in proper assignment of generic
names, in revealing kinship hierarchy, e.g.:

[voron [ovca, Zivotnojel], [raven [sheep, animall];
[cypl’onok [koska, Zivotnoje]], [chicken [cat, animal]];
[os’ol [utka, ptical], [donkey [duck, bird]];
[koza [ut’ata, ptical], [goat [ducklings, bird]];
[ptica [utka, golub’]], [bird [duck, pigeon]];
[cypl’onok [kurica, petuh]], [chicken [hen, cockerel]].

In most cases clustering results obtained for Russian and English items coincided,
although some peculiar examples of divergent clustering output were found as well,

e.g.:
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[kobyla (mare) [Zereb’onok (foal), loSad’( horse)]],
[foal [horse, marel];

[ptica (bird) [celovek (man), Zivotnoje (animal)] borov (boar)],
[bird [boar [man, animal]]].

The difference in clustering indicates that relations within pairs “original text item
vs. translation equivalent” are asymmetrical, possible explanations being different
frequency of terms in the original and in translation as well as particular properties of
the plot of the analyzed text.

S Conclusions and Work in Progress

AWC tool developed for Russian ensures effective clustering of lexical items in raw
texts. Trial procedures involving specialized software confirm reliability of
implemented research techniques (LSA and clustering algorithms) forming actual
basis of AWC tool. Experimental data show a wide range of possible applications of
AWC in linguistic analysis and NLP systems.

Work in progress includes

— software elaboration (user interface perfection, introduction of cluster
visualization mode, implementation of additional distance metrics and
clustering algorithms, e.g. MajorClust);

—  linguistic experiments on AWC with regard to morphologically tagged texts
of different size and various genres, mono- and multilingual texts (preliminary
results of clustering Russian verbs in synsets taking into account POS tag
distributions seem to be rather encouraging).

Further development of the project allows embedding of AWC tool into multilevel
linguistic research environment equipped with a corpus manager and subsidiary
modules.
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Abstract. In this paper we present the results of our experiments with modifi-
cations of the feature set used in the Czech mutation of the Maximum Spanning
Tree parser. First we show how new feature templates improve the parsing accu-
racy and second we decrease the dimensionality of the feature space to make the
parsing process more effective without sacrificing accuracy.

1 Introduction

Dependency parsing has become an increasingly popular discipline in the field of Natu-
ral Language Processing. There are numerous systems engaged in competitions such as
CoNLL Shared Task 2006 [[1]]. The most successful parsers use syntactically annotated
corpora for supervised training. While most of the attention is naturally drawn to the
algorithms employed by the parsers, in our paper we focus on the problem of feature
extraction, which is to some extent orthogonal to the problem of finding the appropriate
statistical models and algorithms.

Our exploration is limited to the a-layer (analytical layer, layer of surface syntax)
data of the Prague Dependence Treebank (PDT 2.0)E| a corpus of Czech texts anno-
tated with syntactical information consisting mainly of dependency relationships and
labels of these relationships [2]]. At this layer, PDT 2.0 contains 1,500,000 syntactically
annotated tokens (around 80,000 sentences) divided into 80% for training, 10% as the
development test set and 10% as the evaluation test set. Examples of a-layer sentence
representations is given Figures in Figure [Tl and in Figure 2l The choice of using only
one treebank and one language enables us to experiment with linguistically motivated
features and features taking into account the particular annotation scheme.

Our feature functions are evaluated using Ryan McDonald’s implementation of Max-
imum Spanning Tree (MST) parser with Margin Infused Relaxed Algorithm (MIRA)
for estimating the optimal feature weights 3], a modification of which was the best per-
forming system for PDT 2.0 at the CoNLL Shared Task 2006. Other parsers with high
accuracy reported on PDT 2.0 use feature extraction as well [415]].

Experiments described in [6] show that there is still a space for accuracy improve-
ment of automatic parsing: the combination of several parsers can reduce errors by
10%. At least a part of this improvement may be caused by the fact that the parsers
use their own specific feature functions which detect some relationships hidden to the

'Mttp://ufal.mff.cuni.cz/pdc2.0/
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a-mf930713-017-p2s2

AuxS \

tvrdil .
Pred AuxK

Safarik
Sb

feditel

nechava s "
AuxX AuxG Atr

AuxG Obj_Co

Pocasi mé zatim v do\ dost
Sb Obj Adv AuxP AuxP Sb
©
klidu konce Casu
Adv Adv\D Atr

turnaje
Atr

Fig. 1. Sample a-layer tree: PDT 2.0 surface-syntactic representation of the sentence “Pocasi mé
zatim nechdvd v klidu, do konce turnaje je casu dost,” tvrdil Feditel Safarik. (“The weather leaves
me calm now, there is enough time till the end of the tournament” director Safafik said.)

a-In94202-98-p2s3
AuxS

AuxK

Apos

Tento jabloné i cenu sud
Atr Adv AuxZ Obj_Ap Obj_Ap
kel b
stylizované keramické divaka piva
Atr Atr Atr Atr

Fig. 2. Sample a-layer tree: PDT 2.0 surface-syntactic representation of the sentence Tento snimek
ziskal kromé stylizované keramické jabloné i cenu divdkii — sud piva. (Besides the stylized ce-
ramic apple tree, this movie obtained also the audience prize—a barrel of beer).

others. This shows that by combining additional features we should be able, in prin-
ciple, to increase the accuracy of any of these parsers. In practice this is hindered by
speed and memory requirements of the algorithms. However, MIRA turns out to be
able to effectively estimate a sufficiently large number of features and thus enables us
to freely experiment with various feature templates.

Using millions of features requires the user to use at least a 64bit machine and the
model is still being loaded for about 9 minutes. To decrease the hardware requirements
we explored the possibility to exclude some of the features in the final model and show
the impact on both parsing speed and accuracy.
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Section ] describes the added features and Section 2] presents the experimental
results. Section [3] addresses the possible feature space reduction, showing the results
in Section[3.2] Future work is discussed in Section[dland we conclude by Section[3

2 Adding New Feature Templates

Here is the list of all feature templates added to the templates used originally in the
MST parser:

CAPI. Feature template indicating whether the token has the first letter in upper case.
Original MST parser ignores the case of all letters.

CAPL. Indication whether the lemma given by the lemmatizer has the first letter in
upper case. Original MST parser ignores the lemmatizer output.

COOR. Indication whether the two tokens are “coordinable” (based on their distance,
their tags and the words in between)

DECT. Individual positions of the 15-letter tags as individual features. Original MST
parser uses only 2-letter tags proposed by [3].

FULT. Full 15-letter morphological tags of candidate words as new features

LEME. Lemmata technical suffices given by the lemmatizer. As described in [[7]], these
suffices distinguish proper names, locations, etc.

STAG. First 5 letters of the tags as opposed to the full 15-letter tags.

2.1 Evaluation

Preliminary tests on a portion of train data showed that the DECT and 5TAG fea-
ture templates decrease the accuracy. After excluding them from the set, we were able
to train the modified parser on the whole training data. The modified parser achieved
84.69% accuracy, which is 2.9% relative error reduction from the baseline MST parser
accuracy of 84.24%. If any of the feature templates is omitted, the parsing accuracy de-
creases as summarized in Table[Il The feature space dimension increased from original
15,486,593 to 21,817,386 in the best model.

Table 1. Parsing accuracy with various feature templates included. The marks indicate the
included templates.

CAPI CAPL COOR FULT LEME Accuracy Feature Space Dimension

84.69% 21,817,386
84.61% 21,817,362
84.66% 21,817,362
84.69% 21,816,918
84.58% 16,989,434

84.65% 19,908,745
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3 Feature Space Reduction

The original feature space dimension (15,486,593) for the MST parser trained on PDT
2.0 train data causes significant difficulties for practical parsing purposes. In this section
we explore the effects of reducing the dimension by removing features with the lowest
weights. This approach differs from the typical frequency cutoff [8] in that it’s applied
after the training phase.

3.1 Selection of the Least Important Features

The absolute weights ogive in Figure 3| shows that about one third of the features has
exactly zero weight after the MIRA training. Removing these features from the feature
space doesn’t change the parsing outcome at all.

1.0

0.8

0.6
I

cummulative frequency

0.2
I

0.0

T T T T T
0.00 0.05 0.10 0.15 0.20

abs(weight)

Fig. 3. Ogive of absolute values of feature weights

The next step is to remove features with the lowest absolute values of weights. After
removing these features, the model is retrained to ensure that all the remaining features
receive the correct weights.

3.2 Evaluation

The experimental results are presented in Figure @l The x-axis of all the graphs is the
threshold for weight absolute value. The experiments show that introducing the thresh-
old significantly reduces the size of the model file as well as the initial loading time. It
has also a positive impact on the parsing speed. Most importantly, the parsing accuracy
deterioration is much slower than the decrease in the number of features. Setting the
threshold to less than 0.02 even doesn’t affect the accuracy at all.

- Figure[(a)]shows the loading time of the model in seconds. The loading time is the
initialization time of the parser.
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Fig. 4. Experimental results of feature space reduction

— Figure[(b) shows the size of the model file loaded by the parser. The loading time
is linear with the model size.

- Figure shows the average sentence parsing time with the initialization time
ignored.

- Figure[d(d) shows the unlabeled parsing accuracy, the number of correctly attached
nodes.

The experiments show that after reducing the feature space dimension to 0.07% of
the original size, loading time as well as size of the model decreases drastically — from
7 minutes to 1 sec., resp. from 231 MB to 1.9 MB — while the accuracy drops only
by 1.11 percent points (from 84.24% to 83.13%). Values for other thresholds can be
derived by combining Table 2] with the graphs in Figure [4l
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Table 2. Feature space dimension with various weight absolute value thresholds

Weight Threshold Feature Space Dimension

0.00 9,856,377
0.01 6,833,618
0.02 4,121,610
0.03 2,438,019
0.04 1,429,533
0.05 858,809
0.06 540,734
0.07 353,412
0.08 237,704
0.09 163,321
0.10 114,621

4 Future Work

The improvement caused by introducing the coordination feature template should be
increased by introducing a more precise rules for coordination ability of toke pairs.
Most of the useful added feature templates are not PDT 2.0 dependent and we should
test them on other parsers and treebanks as well.

5 Conclusion

We have shown that by adding more feature templates we can improve the state of the
art dependency parser accuracy for PDT 2.0 Czech texts. We have described the feature
templates and we have shown that when we are able to train over a large feature space,
the addition of full 15-letters morphological tags for Czech outperforms the 2-letters
tags commonly used since [3]).

We have also shown that, for practical purposes, the MST parser model size can
be decreased to a fraction of the original size without a large loss of the accuracy.
Moderately pruned models with the threshold less than 0.02 can even maintain the
same accuracy while saving over 70% of resources.
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Abstract. We present experiments with a variety of corpus-based measures ap-
plied to the problem of constructing semantic similarity functions for Polish
nouns. Rich inflection in Polish allows us to acquire useful syntactic features
without parsing; morphosyntactic restrictions checked in a large enough window
provide sufficiently useful data. A novel feature selection method gives the accu-
racy of 86% on the WordNet-based synonymy test, an improvement of 5% over
the previous results.

1 Introduction

The versatility of WordNet [5] as a resource for Natural Language Processing (NLP)
must be the envy of researchers who work in languages other than English. Short of
translating WordNet as is, the construction of a comparable resource is highly labour-
intensive. It is a wide-open question how much of a wordnet can be created automati-
cally. Steps already attempted include automated acquisition of semantic relation, e.g.,
[7/14]. 1t begins with a semantic similarity function (SSF): L x L — R, which maps
pairs of lexical units (LUs) into real numbers. A LU is a word type or lexeme, which
in inflected languages groups forms with different values of morphological categories
such as number, gender etc.

We discuss the design of a SSF for Polish noun LUs based on a corpus of Polish. We
assume relatively simple language tools (for example, no parsing), very limited man-
ual intervention in the design process and fully automated application of the resulting
similarity-measuring tool. The larger context is a computer-assisted development of a
Polish WordNet (Polish WN), in which a support system suggests synonymy, hy-
pernymy and possibly other semantic relations to the lexicographer. We have decided
first to work with nouns, for which we can effectively evaluate the accuracy of our mea-
sure using the preliminary version of Polish WN; its noun hierarchy has already been
reasonably well developed. We will consider only noun unigrams, and will assume that
the corpus includes initially no other information than sequences of words.

In contrast with the extraction of semantic relations based on lexico-syntactic pat-
terns, e.g., [7/14], we begin by assigning a similarity score to any pair of nouns. We
treat this as a good basis for a broad-coverage method that combines pattern and statis-
tics, building on the classic idea of distributional similarity [9]: the more often two LUSs

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 99-106,{2007.
(© Springer-Verlag Berlin Heidelberg 2007
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occur in similar contexts, the more similar their meanings are. The context can be a doc-
ument or its part, e.g., a fixed-size text window moving across a document. In
the description of LU occurrences in contexts was enriched with attributes expressing
syntactic relation to some other words. In Latent Semantic Analysis (LSA) [10], a con-
text is the whole document but the created occurrence matrix is next transformed by
Singular Value Decomposition (SVD) [[I]] to a matrix of reduced dimensions. LUs are
compared using the cosine measure on the reduced matrix. SSFs applied to vectors de-
scribing the contextual distribution include Jaccard [8]] and other probabilistic measures
[3U6]]. An experimental comparative analysis appears in [22].

SSFs are often evaluated in relation to an existing lexical resource, e.g., [8/12]. In
LSA the comparison with the Test of English as a Foreign Language (TOEFL) gave
64.4% of hits. In [20] 73.75% hits in TOEFL were achieved, recently increased to
97.5% [21], practically solving the problem. [6] proposed a WordNet-based Synonymy
Test (WBST); WordNet is used to generate “a large set of questions identical in format
to those in the TOEFL”. The best reported result for nouns is 75.8% [6]].

Research on the acquisition of semantic relations has focussed on English. Polish
introduces its own challenges: rich inflection (e.g., up to 14 nominal and 119 verbal
forms) and virtually free word order (this makes simple positional patterns and even
shallow parsing problematic). LSA has been applied to a Polish corpus of short news
[13]. [16] discuss a SSF based on noun-adjective interaction, with 81.15% accuracy in
WBST (section[)), a very promising result even though only one of the possible syntac-
tic constraints was applied and the values of SSF were not directly comparable among
noun pairs differing in both nouns. Here we extend that work [16] by exploring het-
erogeneous syntactic constraints and making SSF values comparable among different
tested noun pairs. We work with KIPI, the largest corpus of Polish [19]. The only NLP
tool is TaKIPI [17], a general-purpose morphosyntactic tagger of Polish. Its accuracy
(93.44% overall, 86.3% for ambiguous words) is lower than that of a typical English
tagger (about 97%), but [16] found no significant negative influence of such accuracy
on SSE.

2 Checking Restrictions

We represent lexemes with morphological base forms. From documents tagged by
TaKIPI, an N x C matrix M is created; C' is the number of lexico-syntactic features
used, NV — the number of noun base forms, M([n, ¢] — the number of occurrences of the
n-th noun base form with the c-th feature. We worked with nouns in the preliminary
version of Polish WN (Nw ) — the 4611 most frequent nouns from KIPI. This
helped evaluation — section[dl

Neither predicate-argument structures nor dependency structures [12122]] are readily
available for Polish. Following [[16], we identified potential syntactic indicators of the
semantic properties of nouns, which it appears feasible to check using the constraint
language JOSKIPI [[17]: modification of a noun by an adjective; coordination of two
nouns; modification by a noun in genitive; the presence of a verb for which a given
noun in a given case can be an argument.
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We show one example: half of a simplified version of a constraint that tests the pres-
ence in a window of an particular adjective which agrees on the appropriate attributes
with a noun in the window centre. The other half is analogous.

or(llook(-1,-5,%8A, and(inter (pos[$A], {adj}),
inter (base[$A], {"adjectiveBaseForm"}),
agrpp (0, $A, {nmb, gnd, cas}, 3))),
rlook(1l,5,8A,and(...)))

The operator 11ook seeks a condition-satisfying word among 5 positions to the
left. The part of speech must be adj, the base form must match exactly and num-
ber/gender/case agreement with the noun must hold. M[n, ¢,] is incremented when
a condition with a holds for a window with n. For each matrix column a constraint
including a different base form is assigned. The final form of the condition (developed
by repeating manual tests on KIPI and redesign) is this:

— search for a specific adjective or adjectival participle with number/gender/case
agreement,

— test for acceptable modifiers (e.g., adverbs or numerals) between the adjective/
participle and the noun,

— test for the absence of several other words or phrases.

The +5-word window[] works well [16]: the linguistic constraints eliminate false
associations with adjectives further from the noun. Tests for the range reduced to 2 gave
no significant change.We designed similar constraints for the other potential indicators,
with the lowest accuracy when testing the presence of the nearest verb for a noun in
a given case (free word order means many ways in which the noun is not an argument
of a verb in the window). We based the constraints on 15768 adjectives, 45651 nouns
and 15414 verbs from KIPIL.

In the matrix construction phase, we iterate on corpus documents and nouns
n € Ny in the window centre with +5 words around n but not crossing sentence
boundaries. Occurrences of adjectives and nouns are identified in the window; verbs
are sought in the whole sentence, as the expected distance of the association can be
larger. If the lexico-syntactic constraint ¢ holds for n, M[n, ¢,] is incremented. The
resulting matrix can have up to 200 000 columns, each accounting for heterogeneous
features.

3 Feature Selection and Similarity Measures

The nearly 200 000 features in M are computationally manageable but it is unlikely that
all of them are needed to calculate the similarity for each noun pair. We follow a fairly
typical blueprint for SSF computation.

1. Global selection of features on the basis of global statistical evaluation and perhaps
a heuristic assessment.

! The ranges 2-6 plus 10 had also been tested for adjective constraints, with higher results for
the range about 5.
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2. Transformation of the matrix cells (or rows), possibly depending on the compared
nouns (Or rows).

3. Local selection of features for the comparison of two nouns.

4. Similarity calculation for a pair of row vectors.

The novelty is the distinction between global and local feature selection. Global
selection excludes from further processing features that are not good discriminators
for matrix rows. It also improves the efficiency of SSF calculation. We tested these
methods: a heuristic elimination of adjectives with uncertain selectivity, e.g., function
words classified as adjectives in KIPI (determiners, quantifiers) and ordinal numbers
(we already eliminated precisely these adjective in the construction phase), entropy
of a column as the measure of noise it introduces, and threshold ¢ f. for the minimal
number of occurrences of feature c. Any known method of cell transformation will
do: LSA-like [10Q], t-test between a noun and a feature, Mutual Information and other
functions surveyed in [22]].

Local feature selection — aiming for nearly optimal comparison of nouns — is im-
plicitly present in co-occurrence retrieval models (CRM). The feature sequences
selected from the rows for both nouns may have to be padded (usually with zeroes) if
the similarity measure requires equal-size vectors.

Our blueprint seems to encompass many, if not all, methods of SSF construction.
For instance, to reimplement CRM, one needs the identity function for global selection,
some weight function analysed in CRM for transformation, local selection by the condi-
tion M[n, ¢,] > 0 (applied after transformation) and the CRM F-score as the similarity
measure. SSF construction not encompassed by CRM, e.g., Lin’s method [[12]], can also
be handily reimplemented.

The results in [16] and preliminary experiments with several different methods point
to serious problem in normalising the values generated by SSF in relation to the fre-
quencies of nouns and features in corpus: SSFs generate values in different ranges for
different target nouns. It is therefore impossible to compare the strength of similarity
between different pairs of nouns, since the same value, produced by the same SSF, can
mean high similarity in one case and quite poor similarity in another case. We note that
feature values in the matrix depend on frequencies, that no corpus is perfectly balanced,
and that weighting functions alone do not solve the problem. We need generalisation.
Applying SVD to very sparse matrices does not help [16]. We assume that similarity
of two types of objects depends more on what significant features characterise them
than on those features’ “strength”. So, we compare the relative ranking of importance
of noun features before comparing their level.

With these assumptions in mind, we propose a Rank Weight Function, whose con-

struction has been inspired by the neighbour set comparison technique introduced in
[11]] and modified in [22].

1. Weighted values of the cells are recalculated using a weight function f,,:
V. Mn;, c] = fu(M[n;, cl).

2. Features in a row vector M[n;, e| are sorted in the ascending order on the weighted
values.

3. The k highest-ranking features are selected; e.g. kK = 1000 works well.

4. For each selected feature ¢;: M([n;, ¢;] = k — rank(c;).
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To compare two nouns, we align the subvectors of ranks, with padding with zeroes
where necessary. Now we can apply any similarity measure to vectors of ranks (the co-
sine measure is an a example). Section [3] discusses those we experimented with. Such
transformation of features to rank values introduces a form of generalisation: the rela-
tive importance of features is preserved, but the exact values are mapped to a common
level.

4 Evaluation

We have run the WBST test [6] based of the current contents of Polish WN. For each
n € Ny we randomly chose its synonym from Polish WN, and created all ordered
question/answer pairs for every two words in the same synset. Polish WN is fine-grained
[4], so a synset often includes only one LU (its meaning is defined by other lexical-
semantic relations). We had to extend the basic WBST procedure by considering sin-
gleton synsets and their direct hypernyms. To a synonym pair we add three other words
not in the same (possibly extended) synset. The evaluation task is to solve the synonymy
problem: use the SSF to choose one of four possible answers. The accuracy is calcu-
lated as the number of correct answers, with 25% for random selection. An example
of a synonymy problem: dzial (department, section) — fundacja(foundation, charity),
instytut (institute), komérka(division, cell), ranga (rank).

As an additional validation of our results, we tested 24 native speakers of Polish on 2
sets of randomly generated synonymy problem. A set included 79 problems. The aver-
age score was 89.29%, and interjudge agreement within one set, measured by Cohen’s
kappa [2]], ranged between 0.19 and 0.47.

5 Experiments

We worked with the set Ny n of 4611 most frequent nouns from KIPI. Unless noted
otherwise, we tested all SSFs on WBST with 4780 problems generated for nouns in
KIPT at least 1000 times (the threshold used in [6I16]). In all tests, vectors were padded
with zeroes after local selection. Table [[lshows the results.

Table 1. WBST experiments: S — adj. stop-list, N — noise threshold, mCom — minimal number of
common features, TSC — t-score threshold, mFF — minimal feature frequency

Sim. measure Features Global Selection Local Selection Noise W BST

1 cos all S 0% 60%
2 cos adj S 0% 81.15%
3 cos noun S 0% 77.01%
4 cos adj+noun S 0% 82.72%
5 cos adj+noun S,N,mFF mCom,TSC 10% 83.66%
6 CRM adj+noun S,mFF D 0% 85.59%

7 cos adj+noun S,N,mFF TSC,RWEFE(t-score) 1% 86.09%
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Exp. 1: a naive join of all features (adjective modification, noun coordination, cased
noun’s co-occurrence with a verb), 138354 values, no global or local selection, only
LSA logarithmic scaling and row entropy normalisation [16] (LongEnt), plus the co-
sine measure. The accuracy of some verb matrices alone was only about 30%. Exp. 2,
Exp. 3: identifiy the two best matrices, adjective modification and noun co-ordination,
respectively, LongEnt transformation; in the joined matrices of 61419 columns there
were only 0.5% non-zero cells. Exp. 4: combine the two; these features describe nouns
much better than verb constraints, and are to some extent complementary.

Exp. 5: as 4 but with global selection: minimal frequency of a feature mFF > 5
plus 5% features with the highest column noise eliminated, and local selection by
tscore(n, f) > 2.567 [13]:

TFnTFf

Min, f]— <

tscore(n, f) = ["fT]FnTFV; ,
VI

where T'F,,, T'F; are the total frequencies of nouns/feature words, and W is number
of words processed, plus a threshold for the number of features common to both nouns
mCom > 1% as a constraint for the similarity to be > 0 (otherwise similarity is set
to 0).

In Exp. 5 t-score test was used to select only strongly associated features for a noun.
The role of local selection based on t-score appeared to dominate: changes in the noise
threshold 0%—-95% were not significant (but the maximum was for 5%), also the in-
crease of the minimal frequency to 20 did not cause any significant change. The in-
crease of mCom to 5% decreased the accuracy to 70.67% (if all answers have similarity
0, the first one is chosen). A manual inspection of the generated lists of the 20 nouns
most similar to the target noun (pseudo-synsets) revealed that mCom = 1% results in
pseudo-synsets easier to understand.

Exp. 6: as in an instance of CRM [22] with global selection, mFF > 5, and Mutual
Information as a weighting function

P(n, Min,
Dyni(Mn, f)) = log( p(1)5n )» Where P(n, f) = "0/ N = Y2, TF,
P(f) = Zijszfi ,P(n) = TII\;" , T'F, is the frequency of the noun n in IPIC,

N — total number of noun occurrences, ¢ f; — frequency of feature f (sum across the
column of M), and local selection incorporated in CRM similarity measure
simcorym (N1, n2) = ymp(P(ni, n2), R(ni,n2))+ (1 —v)me(P(n1, n2), R(ni,n2)),
where 3, v € [0, 1] are parameters, precision

Y Fn no) D(n1:f) > F(n)NF(ng) P(n2,f)
Plniyng) = =",y recall B(mng) = = IE0nng L, and

We took 3 = 0.2 1~ = 0.25 as for the experiments presented in [22]. Introducing noise
threshold changed the result insignificantly. Despite of the good WBST result (85.59%),
a manual analysis of pseudo-synsets revealed many associations hard to explain. Such
SSF is not useful in semi-automatic work on a wordnet.

Exp. 7: the proposed Rank Weight Function (RWF) was applied for weighting before lo-
cal selection; global selection: as in 6, local selection: R best features (501500 tested)



Automatic Selection of Heterogeneous Syntactic Features 105

selected using RWF applied to the results of t-score, and the cosine measure. The best
result of 86.09% — when selecting the best R = 350 features in RWF. R = 1500 wors-
ened the results slightly. A manual analysis of pseudo-synsets showed better quality
than all other methods and than [16]. We also tested the use of D,,,; instead t-score in
RWE, with a much worse result.

6 Conclusions

Our SSF construction method is general enough to allow re-implementation of different
known methods or construct new versions via flexible combination of elements. Auto-
matic selection of features — on criteria derived from statistics (t-score) and information
theory (noise) — works well when we combine features of similar quality, e.g., adjective
modification and noun coordination. The techniques do not separate adequately low-
accuracy features (e.g. cased nouns co-occurring with verbs — simulated recognition of
predicate-argument relations hurts accuracy). The distinction between global and local
selection has a technical character but it helps to optimise the set of parameters and their
values.

We proposed Rank Weight Function (RWF) that compares the relative importance
of features instead of their exact values. An SSF built on its basis with #-score ranking
(SSFRW F(¢—score)) achieved the accuracy of 86.09% for the nouns occurring > 1000
times in KIPI. This result is better than achieved by any other type of SSF and surpasses
the result in [16] (and in [6]], but clearly those experiments are not directly compara-
ble). SSFrw 7 (t—score) also produces pseudo-synsets that people understand and that
read better than pseudo-synsets produced by other methods, e.g., re-implementation of
CRM ;s in spite of the fact that CRM,; achieved a similar result 85.59% in WBST.
Moreover, SSFryw p(t—score) Produces more comparable results for different pair of
nouns: similarity above 0.3 usually means very good association, while similarity be-
low 0.2 is rather suspect. The difference in the quality of pseudo-synsets produced by
CRM 1 and SSFrw p(¢— score) Taises doubts about WBST. We will investigate this is-
sue further.

We find it promising that our method successfully exploits morpho-syntactic associ-
ations in an inflected language with rich morphology and free word order, and requires
relatively simple tools and a general corpus. We expect it to be effective for other in-
flected languages, among them other Slavic languages.
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Abstract. This paper is focused on discovering bilingual news clusters in a com-
parable corpus. Particularly, we deal with the news representation and with the
calculation of the similarity between documents. We use as representative fea-
tures of the news the cognate named entities they contain. One of our main goals
consists of proving whether the use of only named entities is a good source of
knowledge for multilingual news clustering. In the vectorial news representation
we take into account the category of the named entities. In order to determine the
similarity between two documents, we propose a new approach based on a fuzzy
system, with a knowledge base that tries to incorporate the human knowledge
about the importance of the named entities category in the news. We have com-
pared our approach with a traditional one obtaining better results in a comparable
corpus with news in Spanish and English.

1 Introduction

The huge amount of documents written in different languages that are available elec-
tronically, leads to develop tools to manage such amount of information for filtering,
retrieving and grouping purposes. Grouping or clustering automatically related mul-
tilingual documents can be a useful task for the processing and management of the
multilingual information.

Multilingual Document Clustering (MDC) involves dividing a set of n documents,
written in different languages, into a specified number k of clusters, so that the docu-
ments most similar to other documents will be in the same cluster. Meanwhile a multi-
lingual cluster is composed of documents written in different languages, a monolingual
cluster is composed of documents written in one language. MDC has many applica-
tions in task such as Cross-Lingual Information Retrieval, the training of parameters
in statistics based machine translation, or the alignment of parallel and non parallel
corpora, among others. MDC is normally applied with parallel or comparable cor-
pus [14], (4], (8], (13}, 18], [21]. In the case of the comparable corpora, the documents
usually are news articles.

MDC systems have developed different solutions to group related documents. The
strategies employed can be classified in two main groups: (1) the ones which use

V. Matouek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 107-114] 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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translation technologies, and (2) the ones that transform the document into a language-
independent representation.

Regarding the first strategy, some authors use machine translation systems ([13], [2]);
whereas others translate the document word by word consulting a bilingual dictionary
([14], [18], [4]). One of the crucial issues regarding the methods based on document
or feature translation is the correctness of the proper translation. Bilingual resources
usually suggest more than one sense for a source word and it is not a trivial task to se-
lect the appropriate one. Although word-sense disambiguation methods can be applied,
these are not free of errors.

The strategy that uses language-independent representation tries to normalize or
standardize the document contents in a language-neutral way; for example: by map-
ping text contents to an independent knowledge representation, such as thesaurus ([21]],
(201, [17]), or by recognizing language-independent text features inside the documents
([19], [71, [3]). Both strategies can be either used isolated or combined. Methods based
on language-independent representation also have limitations. For instance, those based
on thesaurus depend on the thesaurus scope. Numbers or dates identification can be ap-
propriate for some types of clustering and documents; however, for other types of doc-
uments or clustering it could not be so relevant and even it could be a source of noise.
None of the revised works use as unique knowledge for clustering the cognate named
entities shared between both sides of the comparable corpora.

In this work we study two of the crucial issues of MDC: document representation
and document similarity calculation. We represent the documents only by means of
cognate Named Entities (NE), considering them like independent language features.
We propose a document representation by means of different vectors, one per each NE
category taken into account. Regarding the similarity, we propose a similarity measure
based on a fuzzy rule system, that combines information about the shared NE category.
We have tested this approach with a comparable corpus of news written in English
and Spanish, obtaining better results than with a traditional approach. We also wanted
to confirm preliminary results indicating that the use of only NE is a good source of
knowledge for multilingual news clustering since some authors ([3]], [6]]) suggest that it
is not.

In the following section we present our approach for MDC for both, document repre-
sentation and document similarity calculation phases. Section 3 describes the corpora,
as well as the clustering algorithm used, the experiments and results. Finally, Section 4
summarizes the conclusions and the future work.

2 Multilingual News Clustering: Our Approach

Our approach is made up of the combination of two proposals for two outstanding as-
pects in MDC: document representation and document similarity calculation. In this
work, we did not study the clustering algorithms, but we used a partitional one instead.
In a previous work we obtained preliminary encouraging MDC results by using
only the cognate named entities as news features; therefore, in this one we have gone
more deeply into the study of the representation of news by means of NE. In that work
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we proposed a clustering algorithm that grouped news according to the number and
category of the shared NE among news. That algorithm is highly dependent on the
thresholds and the corpora. However, in this work we tried to propose a more ro-
bust approach for document representation and comparison, that could be used with
any clustering algorithm. The two proposals are described in detail in the following
subsections.

2.1 Document Representation: Cognate Named Entities Selection

It is well known NE play an important role in news documents. We want to exploit this
characteristic by means of considering them like the only distinguishing features of the
documents. In addition, we take into account its specific category as well.

We just consider the following NE categories: PERSON, ORGANIZATION and LO-
CATION. Other categories, such as DATE, TIME or NUMBER are not taken into ac-
count in this work because we think they can lead to group documents with few content
in common. However, PERSON, ORGANIZATION or LOCATION NE can be suitable
to find common content in documents in a multilingual news corpus.

In most of the MDC approaches the document representation is based on the vector-
space model. In this model each document is considered to be a vector, where each
component represents the weight of a feature in the document. Usually each document
is represented with only one vector that contains all the features. Nevertheless, we have
generated several feature vectors for each document. In fact, three different partial fea-
ture vectors represent each document, one per NE category taken into account: one
vector represents the PERSON NE, other vector the LOCATION NE, and the third one
the ORGANIZATION NE. Other work where more than one feature vector per docu-
ment is used is [3]]. They use two vectors, one representing the NE and the other one the
nouns.

Our proposal allows to use information about the category of the cognate NE that
the news can have in common in order to determine the documents similarity. To rep-
resent the comparable corpus we only consider the NE that appear in all the languages
involved. This decision considerably reduces the number of features taken into account.
The cognate NE identification between languages, as well as the PERSON NE coref-
erence resolution is based on the use of the Levenshtein edit-Distance function (LD),
described in detail in [13]].

Once the vocabulary (set of the cognate NE shared) has been defined, each element
of the feature vectors must be weighted using a weighting function. We use the TF-
IDF weighting function, which combines Term Frequency (TF) and Inverse Document
Frequency (IDF) to weight terms.

2.2 Document Similarity Using a Fuzzy System

Most of the clustering algorithms determine the grouping according to the similarity
(or the distance) among the documents. In this case, the similarity has to be calculated
from the three partial feature vectors which represent the documents content by means
of the cognate NE.
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Other works that represent the content of each document with more than one vector
such as [3]], fix coefficients for each vector and use different functions in order to carry
out linear combinations. In the authors calculate the similarity between clusters in
different languages using three vectors with a relative weighted impact of 70%, 20%
and 10%, respectively.

In this work, we propose the use of a fuzzy logic system to combine the partial
similarities obtained from the three partial vectors. A fuzzy reasoning system sets suit-
ably model the uncertainty inherent to human reasoning processes, by embodying his
knowledge and expertise in a set of linguistic expressions that manages words instead of
numerical values [11] [9]. Our main aim is to incorporate the human knowledge about
the importance of the category of the NE of the news.

Three linguistic variables are defined: PERSON, LOCATION, and ORGANIZA-
TION similarity. Each variable represents the similarity between two documents ac-
cording to the content of the respective vectors. These partial similarities are consid-
ered as the inputs of a fuzzy rule system. The linguistic variable values are inputs in
the antecedent of each IF-THEN rule in the knowledge base. The rule consequent has
a unique variable: the global DOCUMENT similarity. In Figure 1 we present the input
and output of the linguistic variables.

Low High Low High High Low  Middle High

0 02 04 1 1 0 0203 0607 1
(a) (d)

Fig. 1. Linguistic variables: (a) PERSON similarity, (b) LOCATION similarity, (c) ORGANIZA-
TION similarity, (d) DOCUMENT similarity

The fuzzy set values in the linguistic variables (see values in Figure 1) are defined
taken into account the following assumption: we have considered that organization NE
are more distinguishing in news, following by person NE, and finally, location NE. For
example, is more likely that the same location NE appears in several news of different
topic; less probable that a person NE does, and finally, even less that an organization
NE does.

The three partial similarities of two documents, corresponding to the input to the
three linguistic variables, are obtained with the cosine distance function (cosine(dy,ds))
normalized to the largest vocabulary dimension: simyq,¢(d1,d2) = cosine(d,ds) X
d”éi:; , where dim is the dimension of the partial vectors, and dimy, is the dimension of
the largest partial vector.

The knowledge base of the fuzzy system is expressed like a set of IF-THEN rules.
These rules try to register the reasoning, or even the common sense that the humans
would employ in order to calculate the global similarity between two news from their
partial similarities. In this case, we defined the rules based on the same assumption
used to determine the fuzzy set values. With these criteria we defined the following
8 rules:
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if PS is Low and LS is Low and OS is Low then S is Low

if PS is low and LS is Low and OS is High then S is Middle

if PS is Low and LS is High and OS is Low then S is Middle

if PS is Low and LS is High and OS is High then S is Middle
if PS is High and LS is Low and OS is Low then S is Middle

if PS is High and LS is Low and OS is High then S is Middle
if PS is High and LS is High and OS is Low then S is Middle
if PS is High and LS is High and OS is High then S is High

where PS, LS and OS represent the similarity between PERSON NE, LOCATION
NE, and ORGANIZATION NE respectively; and S represents the resultant document
similarity.

3 Evaluation

In this Section, first the corpus is described; next, the clustering algorithm used; and
finally, the experiments and the results are presented.

3.1 Corpus

A Comparable Corpus is a collection of similar texts in different languages or in
different varieties of a language. In this work we compiled a collection of news writ-
ten in Spanish and English belonging to the same period of time. The news are cat-
egorized and come from the news agency EFE compiled by HERMES project
(http://nlp.uned.es/hermes/index.html). That collection can be considered like a com-
parable corpus. The articles belong to a variety of IPTC categories [10]], including “pol-

9 <« 9

itics”, “crime law & justice”, “disasters & accidents”, “sports”, “lifestyle & leisure”,
“social issues”, “health”, “environmental issues”, “science & technology” and “unrest
conflicts & war”, but without subcategories.

First, we performed a linguistic analysis of each document by means of Freeling
tool [1]]. Specifically we carried out: morpho-syntactic analysis, lemmatization, and
recognition and classification of NE; the NEClassifier Software [16] is used to detect
and classify NEs in the English documents.

We have used five subsets of that collection to evaluate the experiments carried out:
S1, 52, 53, S4 and S5. Subset S1 consists of 192 news, 100 in Spanish and 92 in
English; subset S2 consists of 179 news, 93 in Spanish and 86 in English; subset S3
consists of 150 news, 79 in Spanish and 71 in English; subset S4 consists of 137 news,
71 in Spanish and 66 in English; and finally, subset S5 consists of 63 news, 35 in Span-
ish and 28 in English. Some articles belong to more than one IPTC category according
to the automatic categorization. We were interested in a MDC which goes beyond the
high level IPTC categories, making clusters of smaller granularity. So, in order to test
the MDC results we carried out a manual clustering with each subset. Three persons
read the documents and grouped them considering the content of each one. They judged
independently and only the identical resultant clusters were selected. The human clus-
tering solution of subset S1 is composed of 33 multilingual clusters and 2 monolingual
clusters; subset 52 has 33 multilingual clusters; 26 multilingual clusters has the human
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solution of subset S3; subset S4 has 24 multilingual clusters and 2 monolingual; and
the solution of subset S5 has 8 multilingual clusters and 2 monolingual.

3.2 Clustering Algorithm

Since our objective was not to propose a clustering algorithm, we selected one from
the well known CLUTO library [[12]], the “Direct” algorithm. The input to the “Direct”
clustering algorithm is the similarity matrix generated by the fuzzy system, as well as
the number of clusters.

3.3 Experiments and Results

The quality of the results are determined by means of an external evaluation measure,
the F-measure [22]]. This measure compares the human solution with the system one.
The F-measure combines the precision and recall measures:

2 X Recall(i, j) x Precision(i, j)

Fli i) — |
(3 7) Precision(i, j) + Recall(i, j) ' &
where Recall(i, j) = ", Precision(i,j) = ", ng; is the number of members of
(2 J
cluster human solution 7 in cluster j, n; is the number of members of cluster j and n;
is the number of members of cluster human solution :. For all the clusters:

F= Z ’;‘;maz{F(i)} )

The closer to 1 the F-measure value the better.

In order to compare our approach to one traditional, we also represented the doc-
uments by means of a vector with all the NE, and we used a well known similarity
measure to compute the similarity of two documents: the cosine distance.

The results of the experiments are shown in Table [Tl The first column shows the F-
measure values for the different subsets of corpus used with the fuzzy approach. The
second column shows the F-measure values with the traditional approach, and the third
one represent the total number of cognate NE and the number per NE categories used
in the corpus representation.

Table 1. Clustering results

Fuzzy App. Traditional. App. Number of NE
S1 0.81 0.72 815 (288 PER, 348 LOC, 179 ORG)
S2 0.87 0.72 783 (280 PER, 331 LOC, 172 ORG)
S3 0.85 0.76 627 (217 PER, 267 LOC, 143 ORG)
S4 0.77 0.74 587 (218 PER, 235 LOC, 134 ORG)
S5 0.92 0.77 259 (94 PER, 115 LOC, 50 ORG)

The best results of the F-measure are obtained with the fuzzy approach, so represent
the documents by means of different vectors per NE category and combine them with
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Table 2. Average percentage of cognate NE identified

Named Entities Cognates

Person 66%
Location 89%
Organization 53%

a fuzzy system seems to be a suitable approach for bilingual news clustering. Moreover,
as we can see in the Table[2] the average percentage of cognate NE identified is not very
high, therefore by improving the cognate NE identification maybe could be possible to
obtain better results.

4 Conclusions and Future Work

In this paper we have presented an approach for bilingual news clustering. It is made up
of two proposals for two outstanding aspects in MDC: feature selection and document
similarity calculation. We represent the documents, the news, only by means of cognate
Named Entities (NE). Regarding the similarity, we propose a similarity measure based
on a fuzzy rule system. These rules try to incorporate the human knowledge about the
importance of the category of the named entities of the news.

The experiments were carried out with five different comparable corpus of news
written in English and Spanish, by comparing our approach with a traditional one. The
clustering algorithm used belongs to the CLUTO library. Our approach obtained better
results with all the corpora, so it seems to be appropriate for bilingual news cluster-
ing. The main advantage of using only cognate NE is that no translation resources are
needed. On the other hand, the cognate identification approach needs the languages
involved in the corpora to be of the same alphabet and linguistic family.

Future work will include the compilation of more news corpora in order to confirm
these results and conclusions. We will also explore the application of our approach to
other type of documents, such as web pages. We think that the improvement of the
cognate identification will also increase the accuracy of the MDC results.
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Abstract. This paper presents the comparison between three methods for ex-
tractive summarization of Portuguese broadcast news: feature-based, Maximal
Marginal Relevance, and Latent Semantic Analysis. The main goal is to under-
stand the level of agreement among the automatic summaries and how they com-
pare to summaries produced by non-professional human summarizers. Results
were evaluated using the ROUGE-L metric. Maximal Marginal Relevance per-
formed close to human summarizers. Both feature-based and Latent Semantic
Analysis automatic summarizers performed close to each other and worse than
Maximal Marginal Relevance, when compared to the summaries done by the hu-
man summarizers.

1 Introduction

According to Furui [[T]], speech summarization poses new challenges when compared to
text summarization: issues like recognition errors and disfluencies must be taken into
account. Both Furui [I]] and Murray, Renals and Carletta [2]] agree that although there
is a lot of work in text summarization, when it comes to spoken language things are not
quite the same.

Most of the work concentrates on sentence extraction, using methods like Latent
Semantic Analysis (LSA) [3], Maximal Marginal Relevance (MMR) or feature-
based approaches [[I: Maskey and Hirschberg [5] compare several kinds of features for
speech summarization of broadcast news, to conclude that the combination of lexical,
acoustic/prosodic, structural, and discourse features improves the scoring of sentences
to be included in a summary; Murray, Renals and Carletta [2]] compare LSA, MMR, and
feature-based approaches to summarization of meeting recordings and investigate how
the results are influenced by the errors of the automatic speech recognition system, to
conclude that LSA has a better performance than the other approaches (although MMR
has a comparable performance), and that it had a minimal deterioration in the presence
of recognition errors.

SSNT [6/7] is a system which aims to selectively disseminate multimedia contents,
mainly TV broadcast news. The system is based on an automatic speech recognition
module, that generates the transcriptions used by the topic segmentation, topic index-
ing, and title&summarization modules. User profiles enable the system to deliver e-
mails containing relevant news stories. These messages contain the name of the news

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 115 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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service, a generated title, a summary, a link to the corresponding video segment, and
a classification according to a thesaurus used by the broadcasting company.

In this document, we present the results of a task that had as its main goal the im-
provement of the quality of the summaries provided by the multimedia dissemination
system, by comparing different strategies for extractive summarization of Portuguese
broadcast news: feature-based, MMR, and LSA.

This document is organized as follows: section2lintroduces the broadcast news pro-
cessing system; section [3] details the summarization task, presenting the experiments
done, and the results of the comparison; final remarks close the document.

2 Selective Dissemination of Multimedia Contents

SSNT is a system for selective dissemination of multimedia contents, working primarily
with Portuguese broadcast news services. It is composed by three main blocks: a cap-
ture block, a processing block, and a service block. For the present work, the most
important are the capture and processing blocks, depicted in figure[Tl (the service block
is responsible for user interaction).

Schedule Record Create Create
recordlngs news show full AVI stories AVI

-~ -~
S
Web TV D
ownsample
audio
Capture \ J

|
h 4

e N

Audimus Audio Jingle Nl
ASR pre-processor detection )

H (. J

- N —

Toplc Topic Title & R ‘_
; : XML

S J 7

segmentation indexing summary

Processing

Fig. 1. Capture and processing blocks of the SSNT system

The capture block comprehends the processes responsible for scheduling recordings,
recording TV shows, and producing two independent streams: a video stream and an
uncompressed audio stream, which feeds the processing block.

The processing block is responsible for the automatic speech recognition, topic seg-
mentation, topic indexing, title and summary generation, and for assembling the infor-
mation needed to compose the final result: currently, a summary is composed by the first
n transcribed segments of each news story and a title consisting on the first transcribed
segment.

The automatic speech recognition module, based on a hybrid speech recognition
system that combines Hidden Markov Models with Multilayer Perceptrons, with an
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average word error rate of 24.2% [8]], greatly influences the performance of the subse-
quent modules.

The topic segmentation and topic indexing modules were developed by Amaral and
Trancoso [9]. Topic segmentation is based on clustering and groups transcribed seg-
ments into stories. The algorithm relies on a heuristic derived from the structure of
the news services: each story starts with a segment spoken by the anchor. This mod-
ule achieved an F-measure of 61.6% [8]. The main identified problem was boundary
deletion: a problem which impacts the summarization task. Topic indexing is based on
a hierarchically organized thematic thesaurus used by the broadcasting company. The
hierarchy has 22 thematic areas on the first level, for which the module achieved a cor-
rectness of 91.4% [8§].

At the time of the experiment, sentence segmentation was not being done. So, we
developed a simple sentence boundary detection module using MegaML| maximum en-
tropy model optimization package to be applied after the topic segmentation and index-
ing module. Using the corpora developed in the ALERT European project, the module
achieved a precision of 49.3%, a recall of 47.5%, and an F-measure of 48.4% in the test
corpus.

3 Extractive Summarization

To summarize is to obtain, from a given information source, the most relevant content
and delivering it according to a specified context [10]. Since the result is expected to be
in conformance with a specific context, the summarization process must have several
parameters that can be manipulated to adjust the output. In the case of extractive sum-
marization, the relation to source is that all that is in the summary is in the information
source.

Audimus
ASR
1 ~ !
' Topic Topic i Story segmentation
| | segmentation indexing | and indexing
\\ ______________________ /I
Sentence Sentence
- Sentences
segmentatlon selection
Summary

Fig. 2. Global idea of the summarization process

Considering the described background, and taking as ultimate input the output of
the automatic speech recognition module, the idea is to take each previously segmented

"http://www.cs.utah.edu/ hal/megam/
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and indexed story, divide it into sentences, and select the most relevant sentences to
constitute the summary. The process as whole can be seen in figure 2l

There are several strategies for sentence selection when building extract-based sum-
maries. From the initial work of Edmundson [[11]], where sentence selection is done
through the linear combination of features, to more recent approaches like MMR, Max-
imum Entropy [12]], or LSA, it is not completely clear which perform best [2].

Another issue in sentence-based extractive summarization is the specification of a
compression rate: longer sentences have more information and tend to have higher
scores, which means that is easy for them to appear in a summary. The problem is
that reducing the content of an input source to 10% of its sentences is different of ex-
tracting only 10% of the words or characters (and usually, it means a summary with
more than 10% of the words — or characters — of the content of the input source).

3.1 Feature-Based Summarization

The following features were used in a linear combination for sentence scoring:

TF-ISF [[I3]]. TF-ISF means term frequency-inverse sentence frequency and is a mea-
sure similar to TF-IDF.

Sentence position. The position of the sentence in the story. Usually, news stories in-
troduce the most relevant information in the beginning.

Sentence length. Too short sentences and too long sentences are penalized. The first
ones may be only remarks, speaker changes, greetings, etc., while the second ones can
compromise the idea of summarizing by selecting too much information.

Number of stop words. Sentences with a large number of stop words (in proportion)
have little information and are penalized.

Number of keywords. Sentences that contain the words used for indexing the story are
more relevant.

3.2 MMR Summarization

We used the Lemur Toolkif] for MMR-based sentence selection. For the query required
by MMR, we used the keywords selected in story indexing.

arg max [/\(Siml(Si, Q) — (1= ) (max Sims(S:, sj))]

Where Sim, and Sims are similarity metrics that do not have to be different; .S; are the
yet unselected sentences and .S; are the previously selected ones; @ is the query; and, A
is a parameter that allows to configure the result to be from a standard relevance-ranked
list (A = 1) to a maximal diversity ranking (A = 0).

2 http://www.lemurproject.org/
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3.3 LSA Summarization

For LSA summarization, we implemented a module following the ideas of Gong and
Liu [14] and using, for matrix operations, the GNU Scientific Libraryﬁ.

LSA is based on the singular vector decomposition (SVD) of the term-sentence fre-
quency m X n matrix, M. U is an m x n matrix of left singular vectors; X' is the n x n
diagonal matrix of singular values; and, V' is the n x n matrix of right singular vectors
(this decomposition is only possible if m > n):

M=UxvT

3.4 Results

For this experiment, we asked two groups of people — one working in speech and lan-
guage processing with information about the context of the evaluation, and other com-
pletely unrelated to the previous context — to produce summaries based on the output
of the automatic speech recognition module (story- and sentence-segmented). Evalu-
ation data consisted of a Portuguese news program that the topic segmentation and
indexing module divided into 8 stories. The size of the stories ranged from 10 to 100
sentences. The summaries were created using a compression rate of 10% of the original
size. The evaluation metric used was ROUGE-L [13] (based on the longest common
subsequence).

As shown in figure Bl MMR clearly outperformed both feature-based and LSA sum-
marizers (which had a comparable performance). Although working with broadcast
news instead of meeting recordings, this result is not completely in accordance to the
one presented by Murray, Renals and Carletta [2]], where the best summarizer was LSA-
based, and both MMR and LSA outperformed feature-based summarization. Neverthe-
less, it is observed by those authors that feature selection can be a non-trivial problem:
this can explain the worse results of the feature-based summarizer. LSA summariza-
tion appears to suffer from the errors produced by the previous modules, although this
conclusion merits further study.

Given that Portuguese is a highly inflective language [16] and the nature of the used
methods, a lemmatized version of the evaluation was also performed: we lemmatized
the input stories and the human summaries; generated the automatic summaries from
the lemmatized stories and compared them to the lemmatized human summaries us-
ing the ROUGE-L metric.

Surprisingly enough, the feature-based and MMR summarizers had worse results,
while LSA had slightly better results. Nevertheless, although in terms of recall the
feature-based summarizer performed best, MMR still had the best results. One pos-
sible reason for these results is that LSA is based on a term-sentence frequency matrix
that tries to capture the relation between the terms and the sentences, through means of
the relevance of the terms in the context of all sentences, which gains from the lemma-
tization process. Even though this reason could also imply a better performance from
the feature-based summarizer, since it uses TS-ISF as a feature, that did not happen due
to the weight of this feature.

*http://www.gnu.org/software/gsl/
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Fig. 4. ROUGE-L scores for lemmatized stories

Regarding human summarization, there is considerable agreement between the hu-
man summarizers in a small number of sentences, in spite of the very noisy nature of
the input, and some dispersion on the rest of each summary (see the performance of the
Random human summarizer in figure[3). An interesting aspect was that human summa-
rizers tend to ignore sentence boundaries, joining sentences that were only relevant if
considered together. In the presence of story segmentation problems, having, for exam-
ple, two or more stories in the same segment, human summarizers tend to aggregate in
the same summary several sub-summaries, each corresponding to a different story. An-
other issue is that sentences selected by humans usually have a small amount of word
recognition errors and are mostly well-structured. One should take this into account by
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including the confidence level of the recognition in the sentence selection process. For
instance, the speech recognition module has specific language models adapted to each
anchor, what means that summaries including sentences spoken by the anchor will have
less recognition errors (and more relevant information, since in broadcast news most
relevant information is usually introduced by the anchors).

4 Final Remarks

We compared the performance of three extractive summarization approaches when
given as input the result of a processing chain consisting of automatic speech recog-
nition, story segmentation and indexing, and sentence boundary detection. The accu-
mulation of errors in all these phases made this task especially hard. This aspect was
also a source of complaints from several human summarizers.

Results were obtained using the ROUGE-L metric. MMR performed close to human
summarizers. Both, feature-based and LSA automatic summarizers, performed close to
each other and worse than MMR, when compared to the summaries done by the human
summarizers. All these approaches produced better summaries than the approach of
selecting the first n lines of a story.

These results, although using a language other than English, are comparable to state-
of-the-art experiments. Yet, as pointed out by Furui [1]], more work in the steps that
precede the summarization is needed. Automatic speech recognition and sentence seg-
mentation must be improved to allow the production of better summaries.
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Abstract. WordNet has become an important and useful resource for the
natural language processing field. Recently, many countries have been
developing their own WordNet. In this paper we show an evaluation of the
Korean WordNet (U-WIN). The purpose of the work is to study how well the
manually created lexical taxonomy U-WIN is built. Evaluation is done level by
level, and the reason for selecting words for each level is that we want to
compare each level and to find relations between them. As a result the words at
a certain level (level 6) give the best score, for which we can make a conclusion
that the words at this level are better organized than those at other levels. The
score decreases as the level goes up or down from this particular level.

1 Introduction

WordNet [6] has become an important and useful resource for the natural language
processing field. Recently, many countries have been developing their own WordNet.
Korean WordNet U-WIN has been developing since 2002. Manually building such
a lexical resource is very hard and time consuming work.

In this paper we show an evaluation of the Korean WordNet (U-WIN). The
purpose of the work is to study how well the manually created lexical taxonomy
U-WIN is built. Evaluation is done level by level, and the reason for selecting words
for each level is that we want to compare each level and to find relations between
them. By analyzing the evaluation we can obtain very useful information about
manually built lexical taxonomies. Further, we can use this kind of information
for automatically constructing such knowledge resources. We used the traditional
K-Means algorithm in this work.

The remainder of this paper is organized as follows. In the next subsection, related
works are mentioned and in section 2, there is a brief introduction of the U-WIN and
the data sources used in the experiment. Experiments and results are discussed in
section 3. Finally we end the paper with the conclusion and future works.

1.1 Related Works

There has been no work which directly evaluates WordNet semantics until now, to the
best of our knowledge. But there are some works related to word sense discovery [1],

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAT 4629, pp. 123-30] 2007.
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word clustering [3], learning taxonomies [2] etc. They all used WordNet as an answer
set and mostly its synset information. There are also some works for analyzing
WordNet from the conceptual point of view such as [4]. They have analyzed the
WordNet’s top-level synset taxonomy and proposed a new top-level taxonomy which
is more conceptually rigorous. However, our work here is expressed as s semantic
evaluation of the word senses in the taxonomy.

2 Data Resources

In this section we introduce the Korean WordNet and monolingual dictionary, Kum
Sung, from which noun syntactic information is extracted. We have used a manually
constructed mapping table between noun senses in each of these two resources. The
semantic tag set used in the Kum Sung dictionary is different from the semantic tag
used in U-WIN (because these are two different dictionaries).

2.1 Korean WordNet, U-WIN

Here we give a brief introduction to Korean WordNet, namely User-Word Intelligent
Network (U-WIN) [5] which is being developed at the University of Ulsan and started
in 2002. It is aimed to be a large scale lexical knowledge base which is useful for
various fields such as linguistics, Korean information processing, information
retrieval, machine translation and semantic web etc. Recently this has been used in
many technologies as language education systems, automatic vocabulary learning
systems, automatic construction of compound nouns, and explanation construction,
automatic construction of concept system in particular professional fields, ontology-
based semantic annotation, word sense disambiguation, semantic tagging and
expanding query in information retrieval etc.

DISTRIBUTION OF THE NODES IN U-WIN

Nodes
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Fig. 1. Distribution of nodes in U-WIN

The base knowledge used for constructing UWIN is the Korean Standard
Dictionary. The Korean Standard Dictionary contains very detailed information about
Korean words and their senses. U-WIN has many kinds of semantic relations (such as
Subclass_of, Csynonym_of, Psynonym_of, Part_of, Antonym_of and Related_to etc.)
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and conceptual relations. Here we have used only Subclass_of relations (IS_A and
Kind_of relations) in the taxonomy. There are 23 top-level nodes. Every node in the
taxonomy corresponds to a certain word sense and has its unique ID. Thus every
polysemous word has appropriate IDs (entries) for each of its senses. Taxonomy goes
down to the depth of 14 levels and the distribution of the nodes in each depth is
shown in the figure above. Currently it has a vocabulary of about 300,000 words.

2.2 Korean Monolingual Dictionary, Kum Sung

Kum Sung is one of the Korean monolingual dictionaries, which has about 149,644
entries of head words and about 172,020 senses of these headwords. We extracted
noun syntactic information from the text in the explanations. This dictionary is PoS
and semantically tagged. There are a total 24,932 distinct nouns and 8,172 distinct
verbs (totally 296,442 pairs of verb-noun) in the explanations.

In the current experiment we used only one type of syntactic relation which is an
object-verb relation. From those syntactic relations, 38,724 distinct verb-object noun
pairs (3,820 distinct verbs and 11,904 distinct nouns) are extracted. From 11,904
nouns, we have mapped 5048 words to U-WIN senses.

Also, note that this dictionary has actually tagged in homonymous level, in other
words homonymous words have same tags. That means one word in this dictionary
can be mapped to many senses of the nouns in U-WIN. We have mapped each word
to only one sense in U-WIN, thus one word belongs to only one position in the
taxonomy.

3 Experiment and Results

3.1 Experiment

We carried out experiments for the word senses in each level in the taxonomy (except
level 8). In the following texts word means a particular word sense. The procedure of
the experiment is shown in the following list. In each depth of the taxonomy:

1. Select the noun senses in U-WIN from the nouns used in the definition of
dictionary.

2. Create answer set by cutting beneath the parent level of the nouns.

3. Extract noun and verb syntactic information from the definitions of
dictionary.

4. Calculate the relationship between nouns and verbs.

5. Cluster nouns by K-Means (selected number of clusters from step 2)

6. Compare the result with the answer set.

In this experiment we only used object-verb relation as noun and verb syntactic
relation. Thereafter, mutual information (MI) [7] and t-score [8] are selected as the
measure of relationship between a noun and a verb (lexical association measure), thus
each noun is expressed as a vector of mutual information/t-score. In the case of the
answer set, it is created by just cutting from the position above the selected words
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(parent node of the words) i.e. words which have the same parent are in the same
group of the answer set. After cutting, single word groups are removed from the
answer set and remaining words are used in the further experiment. Table 1 shows the
statistics after creation of the answer set and the column Key Cluster shows the
number of groups in the answer set.

[Epja>] group G1
oD

group Gk

U-WIN Cut to create sn answer set
The snswer st

Fig. 2. Creating answer set for the words at level L in U-WIN

The words in 4 top-level nodes (THING, ACTION, LIVING THING and SHAPE)
of the U-WIN are selected in the experiment. Most of the word senses in the syntactic
relations found from the dictionary explanation are in these top-level nodes. Therefore
a total of 2,155 word senses are used in this experiment.

For the comparison with the answer set we used F-measure. We set the alpha
coefficient as 1, thus it is simplified as shown in the following equation. P and R are
the precision and Recall of the resulting cluster vs. a group in the answer set. For
further simplification, X is the number of words in a cluster, Y is the number of
words in a group and Z is the number of the common nouns in both the cluster and

group.
F-Measure = (1+0)*P*R/(0*P+R)=2*P*R/(P+R)=2*Z/(X+Y) (1)
For each cluster in the result set of K-Means algorithm, we selected one group in
the answer set which have the highest F-measure score. And the overall clustering

result is the average of the F-Measures of the clusters. For a more detailed example,
see the following figure.

447 rw group G1

@ &
DD

Fig. 3. An example of selecting a corresponding group for the cluster using F-Measure. Cluster
A has the highest score to Group Gk among the other groups, so the score for this cluster is
4/6=0.667.

group G2

group Gk

Note that in the tables and figures of the following sections, the experiment for
level 8 includes the words in level 8 plus all the words under this level. The reason is
that the number of words at this level is very small.
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Table 1. The statistics of the nouns and verbs used in the experiment. The NV pairs column
indicates the number of object verb relations found from the corpus.

Top-level NV . Key
(number of words) Depth  Nouns pairs Features Cluster
4 193 1215 574 34

5 278 1093 532 57

rffg%? 6 223 750 406 60
7 194 699 351 33

8 182 533 315 31

4 132 505 268 25

5 113 358 208 37

AE?;;;N 6 128 384 225 43
7 73 241 162 18

8 42 115 84 11

4 62 360 259 5

5 99 378 252 25

LlVll\(ij}zg)I{lNG 6 54 140 103 18
7 55 160 119 18

8 53 131 98 14

4 100 485 289 26

5 83 278 181 26

S(I;/?I)E 6 39 178 127 9
7 29 85 75 7

8 23 42 31 6

In the figure below, the average number of features per word (NV pairs divided by
number of words) is shown for each level in top level nodes.

Number of features per word

oy —a-THING

= ACTION

= = — & LVNG
A ——— & THING

SHAPE

ST @ = o o
u
/ /
I
/

Fig. 4. Average number of features/predicates per word for words extracted from dictionary

The reason for selecting words for each level is that we want to compare each level
and to find relations between them. From the table and figure above, we can observe
that roughly, the number of features is decreasing as the level goes down to a deeper
one. Naturally the number of features will decrease as the number of words decreases,
but we can also see that of the average number of feature per word tends to decrease.

3.2 Results and Discussion

The following table shows the result of the experiment in each level (or depth) of the
U-WIN and for each association measure. For convenient comparison, the columns in
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the previous table are repeated. The average F-Measure of the THING set is relatively
lower than others. This is related to the number of words in the set. As shown in the
table, the number of words in this set is bigger than in the other sets.

Table 2. Experimental result. Column Key Cluster shows the number of clusters.

Ke; Fmeasure Fmeasure
Top-level Depth  Nouns Clus)t/er M) (t-score)
4 193 34 0.310 0.309
5 278 57 0.313 0.308
THING 6 223 60 0.364 0.389
7 194 33 0.273 0.311
8 182 31 0.293 0.348
4 132 25 0.311 0.343
5 113 37 0.421 0.418
ACTION 6 128 43 0.452 0.478
7 73 18 0.424 0.450
8 42 11 0.429 0.381
4 62 5 0.333 0.331
5 99 25 0.325 0.372
Ifrll\{/lINNg 6 54 18 0.480 0.448
7 55 18 0.406 0.447
8 53 14 0.434 0.362
4 100 26 0.426 0.420
5 83 26 0.401 0.390
SHAPE 6 39 9 0.386 0.360
7 29 7 0.393 0.426
8 23 6 0.445 0.528

The experimental result is shown by graphs in the figure below. We can draw
a very interesting observation from here that, in all of the top level nodes (except
SHAPE), the maximum value of the F-Measure is at the level 6 (regardless of the
association measures used).

F-Measure (Ml based) F-Measure (t-score based)

0.6 0.6

05 e THNG

- THING 0.5

0.4

—=-AcTion B-ACTION

0.3

LG —a UG
02 NG 0.2 THNG

0.1 st (0.1 siare

a) Level b) Level

Fig. 5. F-measure versus taxonomy depth graph for top-level nodes THING, ACTION, LIVING
THING and SHAPE: a) Result for MI based evaluation, b) Result for t-score based evaluation

In the case of the SHAPE set, the number of words is very small compared with
the others, and drastically decreases as it goes down to deeper levels. Naturally,
clustering performance increases as the number of elements to be clustered, decreases.
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The average number of features for the SHAPE set at level 6 is the highest among
those of all the other sets at this level (over 4 features per word, see figure 2 for more
detail) but it does not give a good result.

Comparison of the measures

A /
PRt o= T et
LA/ - ==

ws [N et N

4‘5‘5‘7‘8
SHAPE

«slslr]s
LIMNG THING

4‘5 s‘?‘a
ACTION

4‘5 E‘?‘a
THING

Levels

Fig. 6. Comparison of association measures

For the comparison of the association measures used in the experiment, t-score
measure shows slightly better performance than that of MI. The reason for the
difference in the performance is that MI gives much weight to rare pairs of nouns and
verbs. However, the overall shape of the experiment is the same regardless of the
measures.

The experimental result shows that the words of U-WIN, at the level 6, gives the
best score for the automatic clustering method. The score decreases as the level goes
up or down from this level. We can draw a conclusion that the words at this level are
better organized than those at other levels. Further, as it goes up from this level,
words have more abstract senses and as it goes down from this level, words have
more concrete senses. As we see from the distribution of the words in U-WIN (see
figure 1), most of the words are in levels 5 and 6.

4 Conclusion and Future Works

The paper has presented the evaluation of the manually constructed Korean lexical
taxonomy U-WIN. Words in the taxonomy are clustered and compared to the answer
set, at each level. Traditional method K-Means, is used for clustering and the result is
evaluated with F-Measure. Information about nouns is extracted from Korean PoS
and semantically tagged monolingual dictionary Kum Sung.

The experiment gives an interesting result. The words of U-WIN, at the level 6,
gives the best score, for which we can make a conclusion that the words at this level
are better organized than those at other levels. Further, as it goes up from this level,
words have more abstract senses and as it goes down from this level, words have
more concrete senses. Also, as the level in the taxonomy goes down to the bottom, the
average features per word in that level decreases. We think that such manually built
lexical networks have similar properties; at a certain level words are better organized
than others.

In the case of association measures used for the noun and verb relationship, the
t-score measure gives a slightly better performance than the mutual information
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measure. However, the overall shape of the experiment is the same regardless of the
measures.

For the future work, we will extend our research to use the same feature set in each
level (common features of the levels in top-level node), and also to include more
syntactic relations.
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Abstract. Our research is about an adaptive keyboard, which autonomously ad-
justs its predictive features and key displays to current user input. We used person-
alized word prediction to improve the performance of such a system. Prediction
using common English dictionary (represented by the British National Corpus) is
compared with prediction using personal data, such as personal documents, chat
logs, and personal emails. A user study was also conducted to gather requirements
for a new keyboard design. Based on these studies, we developed a personalized
and adaptive on-screen keyboard for both single-handed and zero-handed users.
It combines tapping-based and motion-based text input with language-based ac-
celeration techniques, including personalized and adaptive task-based dictionary,
frequent character prompting, word completion, and grammar checker with suffix
completion.

1 Introduction

With embedded technology and connectivity, mobile devices and wearable computers
are progressively smaller and more powerful. Such devices offer users freeing one or
both hands for mobile activity demands. Alternative input devices have been devel-
oped to support operating the devices, such as single-handed (e.g. joystick, pen and
touchscreen, trackball, and mouse) and zero-handed input devices (e.g. head-mouse or
gaze-tracker). These input devices are also used to assist disabled people for interacting
with computers [17]. This type of users may have lost the use of one or both hands.
Some of them rely on computers to bridge communication with others.

Despite of these developments, text input is still a bottle-neck [15]]. Improvement in
the input method performance is still highly desired. While speech input and hand-
writing recognition technology [3]] continue to improve, pointing-based character entry
is still the most popular to use. With pointing-based (on-screen) keyboards, inserting
characters is strictly sequential. The distance to travel from one key to the next [14] and
time for distinguishing an individual character from the group [3] have major effects on
the text entry performance. Familiarity with the location of characters [10] and visual
cues to draw attention to the next most probable character(s) in a currently typed word
[110[22] can facilitate the performance. The predictive feature can also suggest word
completion beginning with the characters that have been inputted so far. The user can
select the suggested word or continue to input until the desired word appears.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 131-1138] 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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In this paper, we present our studies on a comparison of common English and per-
sonalized dictionary for improving the word prediction of an adaptive keyboard. We
also gathered user requirements for developing such a system. The results are used to
develop a new on-screen keyboard that can collect knowledge about user linguistics
compositions and use the knowledge to alter its future interaction. It has an n-gram
based word-level prediction based on the user’s personal way of formulating language,
the user’s task and the English syntax.

The paper is structured as follows. In section 2, we present related work. We continue
with presenting our studies in section 3 and 4, respectively. Then, our keyboard model
and its word prediction are described in section 5. Finally, we conclude the work in
section 6.

2 Related Work

Some alternative keyboard layouts (other than QWERTY) with movement minimizing
were developed recently, such as (1) tapping-based (clicking-based) entries, e.g. Fitaly
[16], (2) motion-based (gesture-based) entries, e.g. Cirrin [13], and (3) hybrid-based
entries, e.g. ATOMIC [22]). Cirrin (Fig.[2la)) arranges the characters inside the perime-
ter of an annulus. The most commonly used digrams are nearest to each other, therefore
distances traveled between characters are shorter than QWERTY. However, since there
is not any predictive feature, a user must attend to the interface when entering text.

Some adaptive input techniques have been developed with predictive features.
Dasher uses prediction by partial matching, in which a set of previous symbols in the
uncompressed symbol stream is used to predict the next symbol in the stream [19].
It employs continuous input by dynamically arranging characters in multiple columns
positioning the next most likely character near the user’s cursor pointer in boxes sized
according to their relative probabilities. An icon-based keyboard developed by Fitrianie
et al. rearranges most relevant icons to the user’s input context (on or) around the
center with different icon sizes according to their relative probabilities.

Word prediction/completion can improve entry performance but searching through
its word list is considered as tedious and disruptive [2]]. Moreover, since statistical mod-
els are considered weak in capturing long-distance co-occurrence relations between
words, a small amount of improvement on word prediction can be achieved by using
syntactic information in the prediction, such as part-of-speech n-gram information [g].
In contrast, Windmill uses a parsing algorithm for excluding implausible or ungram-
matical words from its word prediction’s input [20]. Most of these grammar checkers
employ a part-of-speech tagger and a set of pattern matching rules [9]].

3 Experiment: Common or Personalized Dictionary

The purpose of this experiment was to find out: (1) can a word prediction be improved
by using personalized dictionary? and (2) which and how personal data should be used?
We collected four datasets from: (1) common English from British National Corpus
(BNC - 166261 words) [T, (2) 4.4 MB personal documents in the multimodal com-
munication field (19121 words), such as documents, spreadsheets, and schedulers, (3)
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7.2 MB corporate e-mails (13046 words) from the Enron Co., an energy company in
Texas [4], and (4) 4.2 MB chat-logs (15432 words) that contain discussions about life
aftertime, science and aliens [21]].

As a first step, we compared the coverage of the BNC to words and bigrams in per-
sonal datasets. 5500 most frequent words (at least 20 times) of the personal datasets
were selected. Table [1] shows that in average 87% of words in personal datasets and
about 74% of the union of all personal datasets are covered by the BNC. Most words
that are not covered by the BNC are names and specific terms, e.g. ’xtag”, "wordnet”,
and “website” in the personal documents, “teleconference” and “unsubscribe” in the
e-mails, and “lol” (laugh out loud), ”yup” (OK), and emoticons in the chat-logs. We
selected bigrams containing words that were covered by the BNC. Table [I] shows that
although all words are covered, their combinations may not, which are terminologies in
a specific domain. For example, (1) in the personal documents: ’input fusion”, “modal-
ity conversion’ and “multimodal dialogue” in the field of multimodal system and ”shal-
low parsing”, ”pattern matching” and “speech recognition” in the field of NLP - they
are considered as high frequent bigrams (at least 29 times), (2) in the e-mails: “em-

59 99

ployee meeting”, “management report” and “’retirement plans” in corporate domain and
“intended recipient”, “conference call” and “’video connection” in communication field,
and (3) in the chat-logs: "immune system”, orbital path”, "aftertime life” and “under-

ground shelters”.

Table 1. The coverage of BNC toward the personal datasets

#Words  BNC Cov. AUBUC #Bigrams BNC Cov. AUBUC
(166261 Words (726000 Bigrams
words) Cov. bigrams) Cov.

A:Personal Docs 5500 4982 (90%)  49% 54829 33994 (62%) 56%

B:E-mails 5500 4740 (86%)  49% 10505 7016 (83%) 11%
C:Chat Logs 5500 4754 (86%)  49% 36801 29809 (81%) 37%
AnNnBNC 1685 1674 (99%)  15% 2426 2348 (96%)  2.4%
AUBUC 11168 9579 (85%) 89275 68742 (77%)

These experimental results show that user personal word usage has a strong corre-
lation with the user’s task context. The coverage of the BNC to the intersection of the
personal datasets is quite high. However, among the personal datasets share only a small
amount. The reason could be that the datasets were from a specific context and/or not
from the same source.

In a second step, we simulated word completion without any statistical model using
hash-tables. Fig.[I(a) shows user character entries to serve as a prefix before a comple-
tion of a word. Different columns show that some characters are necessary for complet-
ing the word, e.g. for “thermometer” needs ”t”, ’h”, ’e”, ’r”, "m”, and ’0” to distinguish
it from “thermal”. Fig.[Ib) shows that on average 3.6% of the cases, a user is able to
select an intended word in just one entry. Almost similar coverage in all datasets occurs
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Fig. 1. (a) A part of a hierarchical hash-table for the first character ”t” (schematic view - read
from left to right), (b) coverage of 5500 most frequent words, (c) average coverage of all words
and 5500 most frequent words, and (d) average coverage of the 5500 most frequent words with
reshowing words and without reshowing words

for every prefix. Fig. [[lc) shows the degradation of the performance of the completion
if a complete set of the datasets is used due to the inclusion of lower frequency words.
Fig. [[(d) shows if the completion is not reshowing the same word completions once
these words have been shown for a given word being entered. For example, when “’ther”
is written, “thermal” is one possible completion. If ”m” is inputted next, a better option
is to show a different word completion, e.g. “thermometer”.

4 User Study: Requirements

Dasher is an adaptive on-screen keyboard system for both single and zero-handed users.
As reported in [[19], although the creators claimed that Dasher needs short training time,
its users’ text entry rate is less than QWERTY layout’s. Moreover, typical writing errors
were spelling and syntax errors, which were reduced after some training. There was not
any report about its user’s satisfaction.
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We conducted an interview with a Dasher user, to gather more requirements for de-
veloping a new adaptive on-screen keyboard. Our participant is a computer science
student. He suffers from cerebral palsy, which impairs physical movement and lim-
its speech. To enable him to communicate he uses a computer device. He has used
Dasher for two years with a head-tracker device. The only reason is because Dasher
is a motion-based text entry. Although our participant claimed that Dasher is easy to
use, but he needed some time to learn it. He always uses Dasher’s word prediction.
The boxes sizes and color contrasts are very important for him as visual cues for next
character selections. However, because the character arrangement constantly changes,
Dasher demands its user’s visual attention to dynamically react to the changing layout.
This makes him dizzy after some time. Moreover, it is not always easy to correct errors,
since Dasher’s interface does not provide fast error recovery button/menu. The current
implementation helps him in writing text and documents, but is less suitable for writing
in specific context like daily talks, e-mailing, chatting, emergency noting and program-
ming. It is desirable to have such a text entry device that works in specific domains with
a personalized vocabulary.

5 A Personalized-Adaptive On-Screen Keyboard

Fig. 2l(b) shows our developed on-screen keyboard. We adopt the design of the Cirrin
([13]] - Fig.Pla)) by displaying all characters in a circular way. Therefore, the interface
can gives visual cues, such as different key sizes and color contrasts, for frequently
used characters according to their relative probabilities without changing the character
layout. Besides this cue, our developed keyboard offers a fast input, less visually de-
manding and fast error recovery by four ways: (1) the most likely completions of the
partially typed word (both user’s input and its completion shown in the middle of cir-
cle), (2) combining both tapping- and motion-based input (tapping is easier for novice
users - [22]), (3) adding space and backspace into the circle for fast error recovery, and
(4) each suggested word is shown once after it is rejected by selecting the next character
for better language coverage. An additional matrix 6 x 5 is placed on the right side of
the circle for numbers, shift, return, control, period, punctuations and comma.

When entering a word, a user may begin with the tapping mode and continue with
the motion mode, or vice versa, or only one of them. New selections will be appended
to the previous selections. In the motion mode, dragging starts and ends in the middle of
the circle. When the user stops dragging, a space will be added at the end of the word.
When a space is selected, the input will be flushed to the user’s text area. Selecting
a backspace on a space will return the previous inputted word back to the middle of the
circle. The user can select a word completion with a single tap (in tapping mode) or
a left-to-right line motion (in motion mode) in the middle of the circle.

Our developed word prediction consists of several components (Fig. Plc)). It has
two main dictionaries, such as (1) a common dictionary(from the BNC) and (2) a user-
personal dictionary, which consists of sub-dictionaries for every user’s task context (i.e.
writing documents, e-mailing, and chatting). They consist of unigram, bigram and tri-
gram list, which include part-of-speech tags and frequency. The learning component
updates both dictionaries by two ways: (1) extracting inputs during interaction and (2)
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User's file Learning
storage Component Dictionary
sl = Prediction Grammar Rulas O
- - '
-— T Componant - - Checker ()

Fig. 2. (a) Classic Cirrin, (b) personalized-adaptive Cirrin, and (c) schematic view of our devel-
oped word prediction

extracting the user’s file storage (scheduled). The prediction component generates three
lists of suggestions after the first character is inputted, such as (a) from the common
dictionary, (b) from the personal dictionaries, and (c) based on the context of user’s
task. The probability of a sentence is estimated with the use of Bayes rule, where h; is
the relevant history when predicting a word w;:

P(wl,wz, ...,wn) = l_A[P(’lUZ | w, ...,wifl) = l_A[P(’lUZ | hz) (1)
1 1

The grammar checker excludes syntactically implausible words from the suggestion
lists and includes suffix completions, in five steps. First, using Qtag POS tagger [[18]], it
parses the user’s input and results the highest probability part-of-speech of each word.
Second, this component splits a POS-tagged input into chunks of noun phrase, verb
phrase and preposition phrase for detecting noun pluralism and verb tense. Third, it cre-
ates all forms for each word in the three suggestion lists from the prediction component.
Currently we use thirteen suffixes, such as: ”’s”, 7ed”, “er”, "est”, ’ly”, "able”, full”,
“less”, ’ing”, “ion”, “ive”, "ment”, and “nest”. Using WordNet [6], each new form is
verified. Since a word form may be ambiguous and adhere to more forms, all word
forms are added to the suggestion lists with the same probability. Four, the grammar
checker uses a rule-based approach to check each suggestion whether it is confirmed by
grammatical, ungrammatical or out of scope of the grammar. The ungrammatical ones



An Adaptive Keyboard with Personalized Language-Based Features 137

are discarded from the lists. Finally, this component will choose the highest probability
word from the context-based dictionary preceded the personal and common dictionary.
The personal dictionary will be chosen preceded the common dictionary, if the context-
based suggestion list is empty.

6 Conclusion and Discussion

In our study we found that the word completion shows better performance using a rela-
tively small dictionary containing the most frequent words. This may indicate that a per-
sonalized task based dictionary can offer a more efficient word completion than a large
common dictionary. We believe that this can also imply to the accuracy of the word pre-
diction if syntactically implausible words are also excluded from its prediction space. In
this way, besides saving time and energy in inputting, a text entry system can also assist
the users in the composition of well-formed text. In addition, the number of user inputs
for a desired word can be reduced if the system takes an assumption that a suggested
word is rejected after the user selects the next character. Therefore, the user can have
a better language coverage since each suggestion word is shown only once.

An adaptive single- and zero-handed Cirrin-based on-screen keyboard with personal-
ized language-based techniques acceleration, which include personalized and adaptive
task-based dictionary, frequent character prompting, word completion, and grammar
checker with suffix completion, has been developed. It allows both tapping and motion-
based input. The system’s predictive features enable it to display a syntactically plausi-
ble word completion and characters in different key sizes and color contrasts according
to their relative probabilities.
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Abstract. An all-path parsing algorithm for a constraint-based dependency
grammar of context-free power is presented. The grammar speci-fies possible de-
pendencies between words together with a number of constraints. The algorithm
builds a packed representation of ambiguous syntactic structure in the form of a
dependency graph. For certain types of ambiguities the graph grows slower than
the chart or parse forest.

1 Introduction

The problem of parsing context-free languages has been investigated in depth for nearly
half a century. The computational complexity of standard algorithms (e.g. Earley’s,
CYK) is O(n®|G|?) where n is the length of the sentence and |G| is the size of the
grammar. The factor |G|? proved to be an important limitation in real-word applications.
The main problem is the growth of the data structure representing alternative syntactic
interpretations assigned to fragments of the sentence (typically chart [3] or parse forest
[6]). For this reason, parsers of context-free power are considered too slow for some
applications, in particular for those relating to text corpora processing.

In this paper we are going to present a parsing algorithm whose time complex-
ity is less influenced by the size of the grammar. It builds an ambiguous dependency
structure in which certain types of ambiguities are packed more concisely as compared
to substring-based representations, such as charts or parse forests. The algorithm sub-
sumes a constraint-based formulation of a grammar in dependency paradigm. Only pro-
jective structures are considered.

2 The Grammatical Formalism

Constraint-based grammar formulation stands in opposition to generative one. Within
the latter approach, a grammar specifies which basic grammatical constructs are pos-
sible and how they may be combined. Within the former approach, grammatical de-
scription is formulated by stating what are the necessary conditions (constraints) the
syntactic structure must meet to be considered correct.

Below, we will introduce a grammatical formalism, called Constraint—based Depen-
dency Grammar, which is a possible formulation of a minimal constraint-based system
of CF power. ’"Minimal” means that it implements all and only those elements which are

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 139146l 2007.
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necessary to achieve context-free pOWC]EI. CbDG is in fact a hybrid grammatical system,
composed of a generative backbone (connectivity rules) and a constraint extension.

It includes the following components: Y’ — a finite set of word-forms, C' — a finite
set of syntactic categories, C.,,c € C' — a subset of root categories, 7' — a finite set
of dependency types, L C X x C' — a lexicon, R C C' x C' x T — connectivity
rules expressing possible connections between words, Tict¢, Tright © T — subsets of
dependency types with surface direction restricted to left and right, respectively, Ty C
T — a subset of dependency types which may appear at most once for each head,
Topr : C — 27 — a function assigning to each category the set of dependency types
obligatory for that category.

3 The Core Algorithm

We start with a simplified system reduced to the generative backbone of CbDG
(X,C, Croot, L, R) to introduce the main idea of the algorithm. The input to the al-
gorithm is a word—graph with a separate node for each possible assignment of syntactic
category to a word-form. The set of nodes of this graph will be denoted by W. The syn-
tactic category of w will be denoted by c,,. The output is a dependency graph: a packed
representation of possible dependency trees. Its set of nodes is the same as that of the
word graph. Arcs represent possible syntactic dependencies: they are triples (u, 7, w),
written as u — w, where u,w € W, wu is the head, w is the dependent, 7 is the depen-
dency type.

while there are unprocessed elements in W
w <«— a minimal unprocessed element from W
Iy —{w}, e — U,cin, thh
while there are unchecked candidates in v,
u «— a maximal unchecked candidate from [v,,
forall 7 € T
if (cw,cu,T) ER
add arc w——wu, extend lv, with lv,
if {cu,cw,T) ER
add arc u —w, extend lh, with (h)

Fig. 1. Dependency graph construction — without constraints

We will introduce several auxiliary relations defined on nodes of the dependency
graph: [n — left neighbour (in the surface ordering), [h — left head (a head preceding
its dependent in surface order), [d — left dependent, [h* — transitive closure of [h, [d*
— transitive closure of Id, v = [h* - In - [d*, called visibility relation, expressing the
fact of being a transitive left head of a left neighbour of a transitive left dependent of

! As shown by Obrebski and Gralifiski [4], these are: (1) lexical ambiguity, (2) a distinguished
subset of root categories, (3) at least binary branching, (4) the ability to restrict the surface
position of the dependent wrt the head, (5) the ability to express that a specific dependent have
to be present, (6) the ability to express that a specific dependent must not be repeated.
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compute 7oots = {w | bos € lvy A W € eos N Cw € Croot}
choose r from roots and build V (bos, ) and V(r, eos)

build V (u, w)
if u € In,, then done
else choose arc w — v such that u € lv, and build V (u, v) and V (v, w) /Fig.Bla)/
or
choose node v such that u € lhy A v € In,, and build H(u, v) [Fig.Bla’)/

build H(u, w)
if w = w then done

else choose arc v ——w such that u € [h} and build H(u, v) and V (v, w) /Fig.Blb)/

Fig. 2. Tree generation algorithm — without constraints

o : :

| lv
a) a’) [ b)
v N\ w
fw

| 1 |

V(u, w) = V(u, w) = H(u,v) H(u,w) =
V(u,v) + V(v,w) +w—wv H(u,v) + V(v,w) +v—w

Fig. 3. Tree construction steps

a given node. If the pair of nodes (u, w) € lv we will say that u is visible from w (on
the left). Visibility is the necessary condition for two nodes be connectable.

The algorithm will compute the set of arcs and for each node w the set of nodes
which are in the relations [A* and [v with w, noted (1}, and [v,,.

The algorithm constructing the dependency graph is given in Fig.[[l The qualifiers
’minimal” and *maximal’ refer to the surface ordering.

The algorithm generating trees from the graph is shown in Fig.[2 It recursively builds
subtrees delimited by pairs of nodes related by [h* relation (subtree of type H) and [v
relation (subtree of type V). In order to present the main idea in a clear way, the in-
deterministic version is presented. Auxiliary nodes bos and eos (bos precedes all the
initial nodes, eos follows all the final nodes) are introduced to simplify the specifica-
tion. The tree construction steps are illustrated in Fig. 3l It is important to note that all
choices made in the algorithm are successful, there are no blind paths. The transforma-
tion of the algorithm into a deterministic version iterating through all solutions is fairly
straightforward.

4 Example

Let us consider the following Polish sentence Dzieci wzigty psy na spacer.

(KidSpom or ace t00K dOgS, o or ace fOr @ Walkaee) and the grammar:
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Y = {dzieci, wzigly, psy, na, spacer}
C = {Nnom7 Nacc, V, P}
Croot = {V}

= {subj, cmpl, mod, pcmpl}
= {(dZieCianom)7(dZiECi7NaCC) ) (WZiglyv\/)7(pSY7Nn0m)7(pSY7NaCC)7(navp) ) (spacer,Nacc)}
= {(V7SUbj7Nn0m)7 (chmp|7N3CC)7 (V7m0d7P)7 (N7m0d7P)7 (P7pcmp|7N3CC)}

IS

The dependency graph produced by the algorithm from Fig. [{lis shown in Fig. @l Two
examples of dependency trees generated by the tree construction algorithm are also
presented: one is correct and the other — highly defective due to the lack of constraints.

G, @ SR 0

Fig. 4. The result of parsing the sentence Dzieci wzigty psy na spacer. without constraints: depen-
decy graph (above) and two of possible dependency trees (below).

5 Introducing Constraints

The introduction of direction constraints (Tjcf¢, Trign¢) is trivial: no change in the al-
gorithm is needed, except that the direction of arcs has to be checked.

In order to handle singleness and obligatoriness constraints, for each node additional
information will be stored: req,, — the set of dependency types still required by the
node w and ezcl,, — the set of dependency types forbidden for the node w, containing
those of dependency types declared as single which were already attached to w. The
pair (req,,, excl,,) will be called node properties and will be denoted by 7,,. A node w
will be called saturated if req,, = 0, otherwise unsaturated.

The attachment of an arc may change the properties of the head—node. As all arcs
in the graph are only possible connections and we have to keep track of all the alterna-
tives, the original node (without the connection and with old properties) must also be
retained. The solution is to make a duplicate of the node each time its properties change
and attach the arc to the duplicate. A node introduced as the result of the duplication
operation will be called the clone, the original node — the ancestor.

The information on the clone—ancestor relationship will be stored in the arc which
caused the duplication. An arc will now be a 4—tuple (h, hane, T, d), written h/hgpe —
d, where the additional element h,,,., is the head’s ancestor. Arcs which did not cause
the head—node duplication will have h,. = h. This information is necessary for proper
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tree construction: when an arc u/u’ — w will be selected for the tree, in further steps
the node ' will be used instead of w.

By properly setting the contents of [h* and [v sets we can ensure that 1) the inclusion
of a clone in a tree will imply the inclusion of the arc which caused its creation, 2) all
nodes in the tree will be saturated.

The complete algorithm is given in Fig.[3l The obvious improvement of the algorithm

while there are unprocessed nodes
w «— a minimal unprocessed node
if w is a base—node
lhy, — {w}
lvw o Ustarurated UEINqy lh?j U Uunstarurated UEINy {u}
Tw «— (0bl(cw), D)
while there are unchecked candidates in lv,,
u <+ a maximal unchecked candidate form [v,,
forall T € T
if (cw, cu, T) € R and constr(w, u, T) and u saturated
if T ®T = 7w
add arc w/w ——wu, add lv, to lv,
else
add clone w’ with 7, =lv, =0 h}, =1k}, \{w}U{w'} 7u&T
add arc w'/w—"-u, add lv, to v,
if {cu, cw, T) € R and constr(u, w, T)
if T, BT = Ty
add arc u/u ——w, extend lh}, with Ih}, if u saturated, with {u} otherwise
else
add clone v’ with lv, =lv, [k}, =1\ {utU{u'} mp =mu®7

add arc v’ /u ——w, extend Ih}, with [h}, if v saturated, with {u'} otherwise

where
constr(h,d, ) def (T € Tiefe = d < h) AN (T € Tright = h <d) AT ¢ excly

mw ® 7 (rg,, \{7}, ez U{7}NTig2)

Fig. 5. Dependency graph construction — with constraints

results from the fact that clones with equal properties and equal lv and [h* sets are
indistinguishable and may be merged. We did not include this feature in the algorithm
specification, as this would complicate it even more.

The algorithm for generating trees remains almost unchanged: the main difference is
that while selecting an arc the information on the heads’s ancestor must be taken into
account and computations must continue with the ancestor instead of the original head.

6 Example — Continued

Let us extend the grammar from Sec. [ with constraints:
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Tleft = (D, Tright - {pcmpl}’
Tsqr = {subj,cmpl, pempl}, Top(P) = {pcmpl}, Top(c) =0 forallc # P

In Fig. [l the extended dependency graph for the example sentence is presented, cre-
ated with the algorithm from Fig.[5l Clones are drawn with dotted lines. Numbers below
arcs indicate the arc head’s ancestors. If the number is not given, the ancestor is the same
node. From this graph only four trees may be generated, differing in the choice of the
subject and complement and in PP attachment.

Fig. 6. The dependency graph created for the sentence Dzieci wzigty psy na spacer. — with
constraints.

7 Computational Complexity

The time complexity of the graph construction algorithm without constraints (Fig. [))
is O(n3|T|), where n is the number of nodes in the word graph, which is propor-
tional to the length of the input. We assumed the linear complexity of the set union
computation. As this operation may be efficiently implemented as bit—vector sum,
the implementational complexity may be reduced to nearly O(n?|T|) (precisely
O(n? machine-nwor d-size|T|))' Thus the core—algorithm complexity does not depend
on the size of the grammar (to be precise: on these components of the grammar which
may be large in real applications, such as the set of categories or the set of connection
rules). The time complexity of the full algorithm is the same with respect to the size of
the graph, but the size of the graph is no more proportional to the length of the input.
It also depends on the number of clones created during analysis, which in turn depends
on the number of singleness and obligatoriness constraints.

8 Comparison to Related Works

The basic idea behind the core algorithm is similar to the well-known simple single-
path algorithms for parsing with binary dependency rules, described, among others, by
Covington [2]]. By removing the unique head requirement and keeping separate list of
head/dependent candidates for each word, we obtained an all-path version. The addi-
tional information attached to the nodes of the resulting graph structure (lv and [h* sets)
is necessary for retrieving parse trees.
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The idea of using a dependency graph to represent ambiguous dependency structures
was investigated also by Barbero and Lombardo [[Il]. However, their approach is much
different from ours. They use standard packing techniques of subtree sharing and local
packing. A node in Barbero and Lombardo’s graph corresponds to a subtree with fixed
leftmost position. In our approach a node is not related to any specific subtree, instead
the node stores the information on possible left contexts in which it may occur (lv and
lh* sets may be interpreted in this way). After creating a link the set of possible left
contexts is updated all at once using efficient set operations.

The fact that the elements of the structure used to represent alternatives (graph nodes
in our case) are not tied to specific substrings of the input distinguishes our approach
also from other commonly used techniques: charts [3]], parse forests [6]]. The interesting
consequence of this feature is that certain types of ambiguities may be represented in
a more compact way.

Fig.7. The growth of the dependency graph compared to the growth of the number of well-
formed substrings

We will compare the growth of a dependency graph representation to the growth
of a number of well-formed substrings on two examples. In Fig.[7] we present a com-
parison for a sequence of prepositional phrases. In the upper part of the figure the de-
pendency graph is shown, below the different well-formed substrings are enumerated
(horizontal bars). The number of well-formed substrings grows proportionally to the
square of the number of PP’s in the sequence, while the growth of the graph (mea-
sured in number of nodes, as this factor is important for the time complexity) is linear.
This is because connections which are not subject to branching—level constraints (mod)
does not result in introducing any new nodes. In contrast, in the case of a sequence
of coordinative constructions, i.e. (N), (N,CONJ,N), (N,CONJ,N,CONJ,N),... where the
connection N — CONJ is single and the connection CONJ — N is obligatory for CONJ,
the growth of both representations is quadratic.
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9 Conclusion

We have presented an algorithm for a constraint-based dependency grammar of CF
power. It uses the dependency graph to represent ambiguous syntactic structure. Both
the algorithm and the graph have certain properties interesting from the point of view
of real-word applications: parsing time does not depend on the number of categories
and the number of connection rules; for certain types of ambiguities graph represen-
tation is more compact than that based on well-formed substrings. The algorithm was
implemented in a parser of Polish (dgp, a new component of UAM Text Tools [3]]). The
processing speed of several thousand words per second (graph construction only, sen-
tences of 10-30 words) makes it potentially interesting for some tasks related to corpora
processing.
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Abstract. Dividing coherent text into a sequence of coherent segments is a chal-
lenging task since different topics/subtopics are often related to a common
theme(s). Based on lexical cohesion, we can keep track of words and their repe-
titions and break text into segments at points where the lexical chains are weak.
However, there exist words that are more or less evenly distributed across a doc-
ument (called document-dependent or distributional stopwords), making it dif-
ficult to separate one segment from another. To minimize the overlaps between
segments, we propose two new measures for removing distributional stopwords
based on word distribution. Our experimental results show that the new measures
are both efficient to compute and effective for improving the segmentation per-
formance of expository text and transcribed lecture text.

1 Introduction

Text segmentation is to divide a document into a set of segments that are related to
topic/subtopics, where a topics are about the main ideas and subtopics provide support-
ing ideas for the topics. Text segmentation forms the foundation for further text pro-
cessing such as topic-based information retrieval [3]], text summarization [11]], question
and answering, and information visualization based on topic structures [2]].

Most text segmentation methods rely on lexical cohesion to capture cohesive seg-
ments [4]]. Lexical cohesion involves the selection and tracking of words and their rep-
etitions. Reyner [9] states that word repetition produces overlaps within segments and
across segment boundaries, where word connections tend to be strong within individ-
ual segments, but weak between different segments; thus, lexical cohesion provides us
a basis to break a text into a sequence of cohesive segments.

There are two kinds of documents that have been widely tested for text segmentation
systems: news feed and expository text. We call the former ”stream” documents, and
the latter, “coherent”” documents. News feed typically contains a set of unrelated topics,
while the expository text is made up of topics related to a common theme(s). As stated
in [[7], topic transitions and changes are relatively obvious in stream documents, while
subtopic are usually subtler and more difficult to detect in coherent documents. In terms
of segment boundaries, there are few overlaps in stream documents since topics are
often unrelated, but there may be a more overlaps in coherent documents since the
subtopics are related to a common theme(s).

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 14711541 2007.
(© Springer-Verlag Berlin Heidelberg 2007



148 J. Vasak and F. Song

This paper focuses on minimizing the overlaps between segments in coherent docu-
ments. Building on the previous work of [[7]], we propose two new methods for removing
words that are more or less uniformly distributed across a document (called distribu-
tional stopwords). Although our methods are also based on the distributions of words
across a document, we differ from [[7] in that we model word distribution by the posi-
tions of the sentences in which a word appears, called sentence distribution of a word,
to formulate our measures for word removal: distribution significance and distribution
difference.

2 Previous Work on Text Segmentation

Researchers have focused on three relevant concepts for text segmentation: semantic
density, text characteristics, and word distribution.

Semantic density deals with schemes that resemble Youmans’ observation that a new
topic is often introduced by the heavy use of new word types within a short distance and
the number of word types in a given range measures the semantic density [12]. Thus,
the dense regions of word types correspond to the segments. Major schemes based on
this concept include: adjacency comparison [3]], language model [[11]], and topology ([9]
(21; [71).

Another observation by Youmans states that fixed intervals of grouped vocab-
ulary are apparent within text. Here, the intervals indicate static patterns in documents
that could be exploited and implemented for text segmentation. Major schemes based
on this concept are: preferred document length [6], average segment length [11]], and
average number of segments [9], [2]].

Finally, Youmans observed that words of the same type can span over long
distances, making it difficult to partition text into segments, since such words may ap-
pear across the segment boundaries. Schemes for dealing with such kinds of words
include: tracking the dependencies of words over long distances [8] and the removal of
document-dependent stopwords [[7].

3 Word Distribution

Skorochod’ko describes the semantic structures of text in terms of graphs where
the nodes correspond to sentences, and the arcs, the semantic relations between the
sentences. Such structures capture both information and semantic loads of the text,
since each sentence describes a new situation or a new aspect of an object, and the links
between the sentences represent semantic relations between them.

Although there can be many kinds of semantic relations between sentences, the sim-
plest form of such relations is lexical chaining, where sequences of semantically related
words are used to represent lexical cohesion in text. We use lexical chaining to model
word distribution through word repetition at the sentence level, where the distribution is
all the sentence occurrences of a word in the text. The occurrences of a word contribute
to the information load which is the frequency count for a fragment of text, and the
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sentence positions contribute to the semantic load which is some measure given sen-
tence positions. Thus, word distribution helps approximate both information and se-
mantic loads of coherent documents.

Using word distribution, we can identify words that are more or less uniformly dis-
tributed, called distributional stopwords, regardless of their word frequencies in the text.
Such words behave like stopwords in that they spread apart evenly in many segments
and do not help distinguishing between different segments. Furthermore, unlike general
stopwords that usually have high frequencies in text (such as ”the”, ”of”, etc.), distribu-
tional stopwords are document-dependent and can occur at all frequency levels.

Figure 1 shows the distributions of selected words from Stargazer text [3]. We can
see that words like “form™ and “scientist” can be classified as distributional stopwords,
since they are distributed evenly over the text and are covered by many segments. On the
other hand, words like ”star” and “’species” are highly concentrated in certain regions
and are good indicators for text segmentation.

Sentence: 5 10 |15 20 25| 30 35 40 45 | 50 55 60| 66 7q 75 80 | 8 90 9B

-

form 1] 1111 1 11 1 1 1 1 1
scientist 11 1 1 1 1 11
space 11 1 1 i
star 1 1 11 22 111119 11 1 1 1114 1
binary 11 |1 1 1
trinary 1)1 1 1
astronomer 1 1 11 i1 1
orbit 1 1 12 11
pull 2| 11 101
planet 1 1 11 1 1 21 11114 1 1
galaxy 1] 1 1 11 1 1
lunar 111 1 1
life 1 1| 1 1 11 1) 11 ¢ 1 11 1444 114
moon 13 1111 112221 21 21 111
move 1
continent 21
shoreline
time 1 11 1 1 1
water 11 1
say 11 i3 11 1
species 11 1

= N
[N

[
WOWOWNWATOR DD N 0O

Sentence: 0f 10 45 20 25| 30 35 40 U5 |50 55 60/ 65 70 75 80 '8 90 95

Fig. 1. Distribution of selected terms from the Stargazer text, with a single digit frequency per
sentence number (vertical lines indicate segment boundaries and blanks indicate a frequency of
Zero)

In fact, distributional stopwords not only offer no help for distinguishing between
segments; they actually interfere with the placement of segment boundaries. Since the
distributional stopwords are spread apart more or less evenly, they are likely to ap-
pear across the segment boundaries, adding noise in the overlaps between segments. As
shown in Fig. 1, word form’ will interfere within segments 6-9, because its occurrences
in that region is somewhat spread apart.

Therefore, it is desirable to remove distributional stopwords when we segment each
particular document, and by doing so, we can minimize the word overlaps between
segments improve the segmentation accuracy.
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4 New Measures for Distributional Stopword Removal

The recent work by Ji and Zha [[7] uses word frequency over multiple partition lev-
els to remove document-dependent stopwords. A document is first partitioned evenly
into multiple levels: two segments, three segments, four segments, and so on. At each
level, word frequency is used to calculate the variance of a word over the average word
frequency. After that, the average variance of the word is computed across all the par-
tition levels. Words with the average variance below a threshold are then identified as
document-dependent stopwords and removed for text segmentation.

We believe that this method has two potential problems: computing word variances
over multiple partition levels is computationally expensive, and averaging the word
variances may reduce the distinctions between different words, since at the coarse/low
partition levels, the variances tend to be close to the average word frequencies. For this
reason, we propose two new measures for removing distributional stopwords: Distribu-
tion Difference, and Distribution Significance.

4.1 Distribution Difference

This method tries to emphasize the distribution difference by identifying an appropriate
partition level for computing the variance of a specific word. Let m be the number of
sentences in a given document; and |w;|, the number of sentences containing word w;.
Then, the appropriate block size B; should be inversely propositional to the sentence
frequency |w;|: the higher the sentence frequency |w;|, the smaller the suitable block
size B;. We formally define B, = a X ILZ-I’ where « is a tuning parameter for further
adjusting the block size B;.

Based on the appropriate block size B;, we can form a partition that contains |B;| =

5 number of blocks. In addition, we can compute the average word frequency m; =

B; x ! Then, we can use the following formula to define the distribution difference

measure:
| Bi|
1

Dl —mall x| (M

Jj=1

where m;; is the number of sentences containing word w; in the jth block of the
appropriate partition.

Essentially, we model a uniform distribution of a word w; by its average word fre-
quency m;, and identify an appropriate partition that is proportional to the uniform
distribution. Then, based on the actual word distribution, we compute the difference
of the word w; block by block in the appropriate partition. If a word is more or less
uniformly distributed, the distribution difference measure will be low, making it a good
candidate for word removal.

A key difference of this measure from Ji and Zha’s method is that we only use one
partition level to compute the word difference and the word distribution is directly mea-
sured against the average word frequency of the word. As a result, our measure is more
efficient to compute and potentially more discriminative.
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4.2 Distribution Significance

Alternatively, we can capture the relevance of a word over the uniform distribution
by a significance measure similar to word distribution density in [3]]. For all sentence
occurrences of the word w;, we measure the distances between the adjacency pairs of
sentences in terms of the number of sentences between them, denoted as dist(j,j +
1) for j = 1,2,...,|w;|. The significance between each adjacency pair is simply the
inversion of the distance between the adjacency pair. Thus, we can use the following
formula to define the distribution significance measure:

|w;|—1

1 1
L2 st + 1)) .

where |w;| the total number of sentences containing the word w;.

The intuition behind this method is that dense words have multiple occurrences close
to each other and thus are more relevant for text segmentation. We try to capture the
word distribution of a word by scaling the distance between adjacent words, which fo-
cus on local content such that it is given a higher value. Dividing with respect to the
content need to define the distribution |w; |, we capture the relevance of the word distri-
bution. Thus, defining both localized and uniformly distributed words, where localized
words receive a high value and uniform words receive a low value.

Our approach is different from Ji and Zha’s method in that we incorporate word fre-
quency with sentence position to define a global adjacency distance weighing measure.
As a result, we can capture the significance of the word relative to text segments given
some representation of distance.

5 Experiments

The following experiments are conducted on transcribed lecture data, and written ex-
pository data. We obtained the Al Lectures data set from Malioutov and Barzily [[]]. The
corpus contains 23 sets of lectures, which differ in subject matter, style, segmentation
granularity, and have on average twelve segments per lecture where a typical segment
is about a half page.

The Mars data set consists of three selected sections (Chap. 1 Sec. 1 and 3, Chap. 2
Sec. 2) from the book ”Mars” by Percival Lowell published in 1895 [[7]]. Six editors
were involved in marking the Mars corpus, and they were asked to mark paragraph
boundaries at which the topics are changed. We further reviewed the judgement results
and followed [5] to set ’true’ boundaries at the threshold of three or more judgements,
since there are often disagreements among different judgements.

5.1 Experimental Procedure

We take a list of tokenized sentences as input ([2], [I1]]). Then, a maximin entropy
sentence boundary detection program converts the text into a sequence of sentences.
Next, punctuation marks and general stopwords are removed from each sentence using
a stopword list. Finally, we stem the remaining words by applying a Porter stemming
algorithm.
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The removal of distributional words is done by applying a threshold. The resulting
documents with the distributional stopwords removed are then tested on three baseline
text segmentation systems. For all distributional stopword removal methods, we start
with a threshold value of 1 and decrease the value by 0.05 each time until it becomes 0.
The runs with the lowest Pj, values will be recorded along with the optimal threshold
OpTh values.

The segmentation results are evaluated with the P, measure [1]], which is a proba-
bilistic error metric that accounts for near misses in aligning the computed segmenta-
tion structure with the reference structure. The probabilistic error metric is O if we have
a perfect segmentation match; otherwise, its value is in the range between 0 and 100.
The value for k is set to half the average of the reference segments.

5.2 Experiment 1 - Baseline Results

The baseline results are obtained by testing the two corpora on the following algorithms:
TextTiling [3]], C99 [2], and UOO [T1]]. Table[Il shows the segmentation results without
distributional stopword removal.

Table 1. Baseline results on Al Lectures and Mars corpora with P, values

Corpora TextTiling C99 U00

Lectures 5597 51.00 35.68
Mars 50.90 42.63 32.04

5.3 Experiment 2 - AI Lectures Data Set

On the AI Lectures data set, we compare our two new measures with Ji and Zha’s
method for distributional stopwords. The results in Table [2| show that both new mea-
sures produced better results on TextTiling and C99 by a factor of 1.85 for distribution
significance and 0.72 for distribution difference than Ji and Zha’s measure. However, Ji
and Zha’s measure outperformed on UOO by a factor of 1.11 over the others.

Table 2. Results on Al Lectures with P, and OpTh values for different word distribution
methods

Measure OpTh TextTiling OpTh C99 OpTh U0O
Jiand Zha 0.8 5341 0.4 49.37 0.05 3549
difference 0.8  52.18 0.9 49.17 0.6 37.03
significance 0.2  52.10 0.5 46.98 0.05 36.17

5.4 Experiment 3 - Mars Data Set

We also compare our two new measures with Ji and Zha’s method for distributional
stopword removal on the Mars data set. Experimental results in Table [3| show that
the distribution significance measure produced better results on all three algorithms
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Table 3. Results on Mars with P, and OpT'h values for different word distribution methods

Measure OpTh TextTiling OpTh C99 OpTh UOO
Jiand Zha 0.1 49.11 0.9 3497 0.05 31.32
difference 0.75 51.44 1.0 3297 0.1 29.59
significance 0.05  47.99 0.1 31.77 0.03 30.27

by a factor of 1.79, while the distribution difference measure is better on C99 and U0O
by a factor of 1.86, then Ji and Zha’s measure.

Compared with the baseline, our results showed that on the Transcribed Lecture data
and the Expository data, the distribution measures outperformed TextTiling, C99, and
U00 by a factor of 1.46/3.39 for Ji and Zha, 1.42/3.86 for distribution difference, and
2.47/5.8 for distribution significance respectfully.

6 Conclusions and Future Work

We proposed two new measures for removing distributional stopwords based on word
distribution, which provide good approximations for capturing both information and
semantic loads. Our measures are aimed at minimizing the segment overlaps by removal
distributional stopwords and should be particularly useful for segmenting coherent text.

The results show that our measures are both efficient to compute and effective for im-
proving segmentation performance. In particular, distribution significance outperforms
the other measures for both corpora and distribution difference performs better than Ji
and Zha’s method in many cases.

Further experiments are required on a larger Mars corpus and different expository
data sets. We also intend to apply our methods to web pages with rich contents. Such
pages are difficult to classify, since they often contain multiple topics. However, by
segmenting them into individual topics, we can potentially do classification at the topic
level and then merge the results for more accurate classification.
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Abstract. Clustering is often considered the most important unsupervised learn-
ing problem and several clustering algorithms have been proposed over the years.
Many of these algorithms have been tested on classical clustering corpora such
as Reuters and 20 Newsgroups in order to determine their quality. However, up
to now the relative hardness of those corpora has not been determined. The rela-
tive clustering hardness of a given corpus may be of high interest, since it would
help to determine whether the usual corpora used to benchmark the clustering
algorithms are hard enough. Moreover, if it is possible to find a set of features in-
volved in the hardness of the clustering task itself, specific clustering techniques
may be used instead of general ones in order to improve the quality of the ob-
tained clusters. In this paper, we are presenting a study of the specific feature of
the vocabulary overlapping among documents of a given corpus. Our preliminary
experiments were carried out on three different corpora: the train and test version
of the R8 subset of the Reuters collection and a reduced version of the 20 News-
groups (Mini20Newsgroups). We figured out that a possible relation between the
vocabulary overlapping and the F-Measure may be introduced.

1 Introduction

Clustering deals with finding a structure in a collection of unlabeled data [2]]. When
dealing with raw text corpora, the discovering of the most appropiate features can help
on the selection of methods and techniques for determining the possible intrinsic group-
ing in those sets of unlabeled data. Therefore, this study would be of high benefit. As far
as we know, research works in this field nearly have not been carried out in literature.
We found just one attempt for determining the relative hardness of the Reuters-21574]
clustering collection [1]], but this research work neither derived formulae for determin-
ing the hardness of these corpora nor the possible set of features that are involved in the
clustering hardness. A related work which could be considered in order to observe the
hardness of a given corpus (with respect to a specific clustering algorithm) is partially

* The term “hardness’ is employed like in [1]] where this term was introduced to analyse the
relative hardness of the Reuters corpora.

! http://www.daviddlewis.com/resources/testcollections/
reuters21578/

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 1551611 2007.
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presented in [3]] and [4]]. In these research works, the author discusses internal cluster-
ing quality measures, such as the one from the Dunn Index family, which showed to
perform well in the experiments presented by Bezdek et al. in [5l6], among others.

Reuters-21578 (now Reuters RCV1 and RCV2) and 20 Newsgroupsﬁ are well-known
collections which have been used for benchmarking clustering algorithms. However, the
fact that several clustering methods may obtain bad results over those corpora does not
necessarily imply that they are difficult to be clustered. Further investigation needs to
be done in order to determine whether the current clustering corpora are easy clustering
instances or not.

We are interested in investigating two aspects: a set of possible features hypotheti-
cally related with the hardness of the clustering task, as well as the definition of a for-
mula for the easy evaluation of the relative hardness of a given clustering corpus. We
empirically know that at least three components are involved: (i) the size of the cluster-
ing texts, (ii) the broadness of the corpora domain and, (iii) whether the documents are
single or multi categorized. In the our preliminary experiments, we have investigated
the possible relationship between the vocabulary overlapping of a given text corpus with
its F-Measure obtained with the MajorClust clustering algorithm [[7].

The rest of this paper is structured as follows. In Section ] we briefly describe the
main characteristics of the corpora used in our preliminary experiments. In Section 3]
we introduce the used formula and the employed approach to split the corpus in order
to calculate the relative hardness for all the possible combinations of two or more cate-
gories. Section 3] shows the experimental results we obtained. Finally, conclusions are
drawn and the necessary further work to be done is discussed.

2 Datasets

The preliminary experiments were carried out by using three different corpora: the R8
version of the Reuters collection (train and test) and, partially, a reduced version of
the 20 Newsgroups named “Mini20Newsgroups”. We have pre-processed each corpus
eliminating punctuation symbols, stopwords and, thereafter, applying the Porter stem-
mer. The characteristics of each corpus after the pre-processing are given in Table[Il

Table 1. Characteristics of Reuters-R8 and Mini20Newsgroups

R8-Train R8-Test Mini20Newsgroups
Size ~2,500 KBytes ~900 KBytes ~1,900 KBytes
Documents 5,839 2,319 2,000
Categories 8 8 20

3 Calculating the Relative Hardness of a Corpus

In order to determine the Relative Hardness (RH) of a given corpus, we have consid-
ered the vocabulary overlapping among the texts of the corpus. In our experiments, we

http://people.csail.mit.edu/jrennie/20Newsgroups/
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have used the well-known Jaccard coefficient for calculating the overlapping. We con-
sidered all the possible combinations of more than two categories from the corpus and
for each of them we calculated its RH. For instance, for a given corpus of n categories,
2™ — (n + 1) possible subcorpora will be obtained: e.g. for the R8 (eight categories)
we obtained 247 subsets.

Thereafter, we calculated their RHs as follows: given a corpus C; made up of n ca-
tegories (CAT), the RH of C; = {C ATy, C AT, ..., CAT,} is:

1

imilars AT;, C AT, 1
n(n—l)/2x Z Similarity(C AT}, CATy), (1)

J,k=15<k

RH(C;) =

where the similarity among categories is obtained by using the Jaccard coefficient in or-
der to determine their overlapping (see Eq. (). However, more sophisticated measures
also could be used, such as the one presented in [8] in the plagiarism degree calculation
framework.

_ |CAT; N C ATy

Similarity(CAT;, CATy) = |CAT; | CATy|
J

2)
In the above formula we have considered each category j as the “document’ obtained
by concatenating all the documents belonging to the category j.

4 Clustering the Datasets

In order to evaluate the relative hardness formula used in the experiments, we have
carried out an unsupervised clustering of all the documents of each subcorpus ob-
tained for each dataset. We have chosen the MajorClust clustering algorithm [7]] due
to its peculiarity of taking into account both, the inside and outside similarities among
the clusters obtained during its execution. In order to keep independent the validation
with respect to RH, we have used the tf-idf formula for calculating the input similar-
ity matrix for MajorClust. Each evaluation was performed with the F-Measure formula

which is calculated as follows: given a set of clusters {G1, . .., G, } and a set of classes
{C1,...,Cy}, the F-measure between a cluster ¢ and a class j is given by the following
formula.
2. P R
Fi' — v) ) , 3
P + Ry ®)

where 1 <7 <m, 1 < j <n.F;; and R;; are defined as follows:

Number of texts from cluster ¢ in class j
P = 4)

Number of texts from cluster ¢

and

Number of texts from cluster ¢ in class j

R = 5)

Number of texts in class j

The global performance of a clustering method is calculated by using the values of
F};, the cardinality of the set of clusters obtained, and normalising by the total number
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of documents in the collection (| D|). The obtained measure is named F'-measure and it
is shown in Equation (G).

F= Y Gl ax Fyj. (6)

— |D| 1<j<n
1<i<m

5 Correlation Between Relative Hardness and F-Measure

Our preliminary experiments were carried out on the train and test version of the Reuters
RS collection and, partially, also on a reduced version of the 20 Newsgroups. In Figure[l]
we may see the possible correlation between the relative hardness of the (i) train and (ii)
test versions of the R8 collection with respect to the F-Measure obtained by using the
MajorClust clustering algorithm. The smaller is the value of RH (x-axis) the higher is
the obtained F-Measure (y-axis) and viceversa for both corpora. The relative hardness
vs. F'-measure correlation was calculated for all possible corpora variants of RS (247).
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Fig. 1. Evaluation of all R8 subcorpora (more than two categories per corpus)
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Fig. 2. Evaluation of single pairs of the RS categories
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Table 2. The most related categories of the R8 collection

(a) Train (b) Test
RH value Category Category RH value Category Category
0.426 trade monex-fx 0.419 monex-fx interest
0.399 monex-fx interest 0.364 trade monex-fx
0.367 trade crude 0.332 trade interest
0.362 monex-fx crude 0.317 trade crude
0.352 trade interest 0.311 monex-fx crude

Table 3. The least related categories of the RS collection

(a) Train (b) Test
RH value Category Category RH value Category Category
0.188 interest earn 0.186 interest acq
0.180 acq ship 0.154 ship earn
0.173 ship earn 0.147 acq ship
0.153 grain acq 0.128 grain earn
0.147 grain earn 0.111 grain acq

Table 4. The most related categories of the Mini20Newsgroups collection

RH value Category Category

0.3412  talk politics guns talk politics misc
0.3170  alt atheism talk religion misc
0.3092 talk politics guns talk religion misc
0.3052 talk politics misc talk religion misc
0.3041  soc religion christian talk religion misc
0.2988  sci crypt talk politics guns
0.2985  soc religion christian talk politics misc
0.2958  soc religion christian talk politics guns
0.2932  talk politics mideast talk politics misc
0.2905  sci electronics sci space

0.2868  comp sys ibm pc hardware comp sys mac hardware

In order to easily visualise the correlation between RH and F-Measure, we have plotted
the polynomial approximation of degree one.

In Figure[2lwe may see the possible correlation between the relative hardness of each
pair of categories of the RS collection and the F-Measure obtained again by using the
MajorClust clustering algorithm. The same conclusion is obtained: the smaller is the
value of RH (x-axis) the higher is the obtained F-Measure (y-axis) and viceversa.

In order to fully appreciate the RH formula, the most and least related pairs of catego-
ries for the R8 dataset are presented in Tables[2land 3l respectively. The RH value asso-
ciated with each pair was calculated with the same formula presented in Section[3l Some
preliminary experiments were carried out also with the Mini20Newsgroups dataset and
the most and least related pairs of categories are shown in Tablesdland [ respectively.
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Table 5. The least related categories of the Mini20Newsgroups collection

RH value Category

Category

0.1814  comp os mswindows misc  rec sport hockey
0.1807  misc forsale talk politics misc
0.1804  misc forsale talk religion misc
0.1803  comp sys ibm pc hardware talk politics mideast
0.1798  comp os mswindows misc talk religion misc
0.1789  alt atheism comp os mswindows misc
0.1767  alt atheism misc forsale

0.1751  misc forsale soc religion christian
0.1737  comp os mswindows misc  soc religion christian
0.1697  misc forsale talk politics mideast
0.1670  comp os mswindows misc talk politics mideast

6 Conclusions

We have observed that it is possible to introduce a measure to determine the relative
hardness of clustering corpora based on the vocabulary overlapping. The obtained re-
sults show that there exists a correlation between the F'-measure and the RH formula.
With respect to the analysis carried out in [}, the introduced formula in our research
work relies only on the vocabulary overlapping and it does not use any classifier. In fact,
we use the MajorClust clustering algorithm only to evaluate the quality of the proposed
formula by employing the F'-measure. Therefore, the introduced RH formula may be
used in an unsupervised manner in order to determine the relative hardness of clustering
corpora.

7 Further Work

As future work, we need to investigate the correlation between the relative hardness and
the F-Measure also on the Mini20Newsgroups dataset. Moreover, we are interested in
evaluate both, the vocabulary overlapping and the term frequencies. This will allow us to
further investigate whether the use of the tf-idf formula in the same context improves the
current results or not. Besides, we would like to investigate the possible relationship the
RH-Measure could have with cluster validity measures, such as the Density Expected
Measure (DEM) which quantifies the similarity within clusters [?]. Moreover, we plan
to determine the correlation between RH-Measure and the F-Measure through rank
correlation coefficients such as Spearman’s and Kendall’s ones [4]. The final aim of
this research work is to determine the level of hardness of a narrow-domain corpus,
such as hep-ex [9]], from a clustering task perspective.
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Abstract. Rapid increase in the amount of the digital audio collections demands
a generic framework for robust and efficient indexing and retrieval based on the
aural content. In this paper we focus our efforts on developing a generic and ro-
bust audio-based multimedia indexing and retrieval framework. First an over-
view for the audio indexing and retrieval schemes with the major limitations
and drawbacks are presented. Then the basic innovative properties of the pro-
posed method are justified accordingly. Finally the experimental results and
conclusive remarks about the proposed scheme are reported.

1 Introduction

Rapid increase in the amount of the digital audio collections presenting various for-
mats, types, durations, and other parameters that the digital multimedia world refers,
demands a generic framework for robust and efficient indexing and retrieval based on
the aural content. From the content-based multimedia retrieval point of view the audio
information is mostly unique and significantly stable within the entire duration of the
content and therefore, the audio can be a promising part for the content-based
management for those multimedia collections accompanied with an audio track. Tra-
ditional key-word based search engines usually cannot provide successful audio re-
trievals since they usually require manual annotations that are obviously unpractical
for large multimedia collections.

The usual approach for indexing is to map database primitives into some high di-
mensional vector space that is so called feature domain. Among many variations,
careful selection of the feature sets allows capturing the semantics of the database
items. The number of features extracted from the raw data is often kept large due to
the naive expectation that it helps to capture the semantics better. Content-based simi-
larity between two database items can then be assumed to correspond to the (dis-)
similarity distance of their feature vectors. Henceforth, the retrieval of a similar data-
base items with respect to a given query (item) can be transformed into the problem of
finding such database items that gives feature vectors, which are close to the query
feature vector. This is QBE. QBE is costly and CPU intensive especially for large-
scale multimedia databases since the number of similarity distance calculations is
proportional with the database size. This fact brought a need for indexing techniques,
which will organize the database structure in such a way that the query time and I/O
access amount could be reduced [1, 2].
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There are some techniques to speed up QBE but all they may not provide efficient
retrieval scheme from the user’s point of view due to their strict parameter depend-
ency. All QBE alternatives have some common drawbacks. First of all, the user has to
wait until all of the similarity distances are calculated and the searched database items
are ranked accordingly. This might take a significant time if the database size is large.
In order to speed up the query process, it is a common application design procedure to
hold all features of database items into the system memory first and then perform the
calculations. Therefore, the growth in the size of the database and the set of features
will not only increase the query time but it might also increase the minimum system
memory requirements such as memory capacity and CPU power [3].

All the systems based on these techniques achieved a certain performance; how-
ever present some more limitations and drawbacks. All techniques are designed to
work in pre-fixed audio parameters. It is a fact that the aural content is totally inde-
pendent from such parameters. And, they are mostly designed either for short sound
files bearing a unique content or manually selected (short) sections. However, in
a multimedia database, each clip can contain multiple content types, which are tempo-
rally (and also spatially) mixed with indefinite durations. Even the same content type
(i.e. speech or music) may be produced by different sources (people, instruments, etc.)
and should therefore, be analyzed accordingly.

For the past three decades, researchers proposed several indexing techniques that
are formed mostly in a hierarchical tree structure that is used to cluster (or partition)
the feature space. Initial attempts such as KD-Trees [4] and R-tree [5] are the first ex-
amples of Spatial Access Methods (SAMs). But, especially for content-based index-
ing and retrieval in large-scale multimedia databases, SAMs have several drawbacks
and significant limitations. By definition an SAM-based indexing scheme partitions
and works over a single feature space. However, a multimedia database can have sev-
eral feature types, each of which might also have multiple feature subsets. In order to
provide a more general approach to similarity indexing for multimedia databases,
several efficient Metric Access Methods (MAMs) are proposed. The generality of
MAMs comes from the fact that any MAM employs the indexing process by assum-
ing only the availability of a similarity distance function, which satisfies three trivial
rules: symmetry, non-negativity and triangular inequality. Therefore, a multimedia
database might have several feature types along with various numbers of feature sub-
sets all of which are in different multi-dimensional feature spaces. The MAMs so far
addressed present several shortcomings. Contrary to SAMs, these metric trees are
designed only to reduce the number of similarity distance computations, paying no at-
tention to I/O costs (disk page accesses). They are also intrinsically static methods in
the sense that the tree structure is built once and new insertions are not supported.
Furthermore, all of them build the indexing structure from top to bottom and hence
the resulting tree is not guaranteed to be balanced.

As a summary, the indexing structures so far addressed are all designed to speed
up any QBE process by using some multidimensional index structure. However,
all of them have significant drawbacks for the indexing of large-scale multimedia
databases.



164 M. Dmitry and E. Bovbel

2 New Approaches

2.1 Indexing Scheme: Cellular Tree

To improve the retrieval feasibility and efficiency databases need to be indexed in
some way and traditional methods are no longer adequate. It is clear that the nature of
the search mechanism is influenced heavily by the underlying architecture and index-
ing system employed by the database. Therefore, we present a novel indexing tech-
nique, Cellular Tree (CT), which is designed to bring an effective solution especially
for indexing multimedia databases.

CT is a dynamic, cell-based and hierarchically structured indexing method, which
is purposefully designed for query operations and advanced browsing capabilities
within large-scale multimedia databases. It is mainly a hierarchical clustering method
where the items are partitioned depending on their relative distances and stored within
cells on the basis of their similarity proximity. The similarity distance function im-
plementation is a black-box for the CT. Furthermore, CT is a self-organized tree,
which is implemented by genetic programming principles. This basically means that
the operations are not externally controlled; instead each operation such as item inser-
tion, removal, mitosis, etc. are carried out according to some internal rules within a
certain level and their outcomes may uncontrollably initiate some other operations on
the other levels. Yet all such “reactions” are bound to end up in a limited time, that is,
for any action (i.e. an item insertion), its consequent reactions cannot last indefinitely
due to the fact that each of them can occur only in a higher level and any C7 body has
naturally limited number of levels.

2.1.1 Cell Structure

A cell is the basic container structure in which similar database items are stored.
Ground level cells contain the entire database items. Each cell further carries
a Minimum Spanning Tree (MST) where the items are spanned via its nodes. This in-
ternal MST stores the minimum (dis-) similarity distance of each individual item to
the rest of the items in the cell. All cell items are used as vantage points for any
(other) cell item. These item-cell distance statistics are mainly used to extract the cell
compactness feature. In this way we can have a better idea about the similarity prox-
imity of any item instead of comparing it only with a single item (i.e. the cell nucleus)
and hence a better compactness feature. The compactness feature calculation is also
a black-box implementation and we use a regularization function obtained from the
statistical analysis using the MST and some cell data. This dynamic feature can then
be used to decide whether or not to perform mitosis within a cell at any instant. If
permission for mitosis is granted, the MST is again used to decide where the partition
should occur and the longest branch is a natural choice. Thus an optimum decision
can be made to enhance the overall compactness of the cell with no additional compu-
tational cost. Furthermore, the MST is used to find out an optimum nucleus item after
any operation is completed within the cell. In CT, the cell size is kept flexible, which
means there is no fixed cell size that cannot be exceeded. However, there is a maturity
concept for the cells in order to prevent a mitosis operation before the cell reaches
a certain level of maturity. Therefore, using a similar argument for the organic cells,
a maturity cell size (e.g. 6) is set for all the cells in CT body (level independent).



Indexing and Retrieval Scheme for Content-Based Multimedia Applications 165

2.1.2 Level Structure

HCT body is hierarchically partitioned among one or more levels, as one sample ex-
ample shown in Figure 1. Apart from the top level, each level contains various num-
bers of cells that are created by mitosis operations occurring at that level. The top
level contains a single cell and when this cell splits, and then a new cell is created at
the level above. The nucleus item of each cell in a particular level is represented on
the higher level.

A
! \
Level 2 = Top Level N

Level 0 = Ground Level

Fig. 1. A Sample 3-level CT body

Each level dynamically tries to maximize the compactness of their cells although
this is not a straightforward process to do since the incoming items may not show a
similarity to the items present in the cells and therefore, such dissimilar item inser-
tions will cause a temporary degradation on the overall (average) compactness of the
level. So each level, while analyzing the effects of the (recent) incoming items on the
overall level compactness, should employ necessary management steps towards im-
proving compactness in due time (i.e. with future insertions). Within a period of time
(i.e. during a number of insertions or after some number of mitosis), each level up-
dates its compactness threshold according to the compactness feature statistics of
mature cells, into which an item was inserted.

2.1.3 CT Operations
There are mainly three CT operations: cell mitosis, item insertion and removal. Cell
mitosis can only happen after any of the other two CT operations occurs. Both item
insertion and removal are generic HCT operations that are identical for any level. In-
sertions should be performed one item at a time. However, item removals can be per-
formed on a cell-based, i.e., any number of items in the same cell can be removed
simultaneously.

By means of the proposed dynamic insertion technique, the MST is initially used
and updated only whenever necessary. A sample dynamic insertion operation is illus-
trated in Figure 2.
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Fig. 2. A sample dynamic item (5) insertion into a 4-node MST

Due to the presence of MST within each cell, mitosis has no computational cost in
terms of similarity distance calculations. The cell is simply split by breaking the long-
est branch in MST and each of the newborn child cells is formed using one of the
MST partitions.

2.2 Query

In order to eliminate drawbacks mentioned above and provide a faster query scheme,
a novel retrieval scheme, Progressive Query, was developed. It is a retrieval (via
QBE) technique, which can be performed over the databases with or without the pres-
ence of an indexing structure. Scheme provides intermediate query results during the
query process. The user may browse these results and may stop the ongoing query in
case the results obtained so far are satisfactory and hence no further time should un-
necessarily be wasted, so it may perform the overall query process faster (within
a shorter total query time).

P e — — — — — — — — — — — — — o—

Periodic
Sub-Query
Resuits

Progressive
Sub-Query
Result

Fig. 3. Progressive Query Overview

The principal idea behind the new design is to partition the database items into
some subsets within which individual (sub-)queries can be performed. Therefore,
a sub-query is a fractional query process that is performed over any sub-set of data-
base items. Once a sub-query is completed over a particular sub-set, the incremental
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retrieval results (belonging only to that sub-set) should be fused (merged) with the last
overall retrieval result to obtain a new overall retrieval result, which belongs to the
items where query operation so far covers from the beginning of the operation. The
order of the database items processed is a matter of the indexing structure of the data-
base. If the database is not indexed at all, simply a sequential or random order can be
chosen. In case the database has an indexing structure, a query path can be formed in
order to retrieve the most relevant items at the beginning during a query operation.

Obviously, query path is nothing but a special sequence of the database items, and
when the database lacks an indexing structure, it can be formed in any convenient
way such as sequentially or randomly. Otherwise, the most advantageous way to per-
form query is to use the indexing information so that the most relevant items can be
retrieved in earlier sub-query steps.

Query operation over CT is executed synchronously over two parallel processes:
CT tracer and a generic process for sub-query formation using the latest query path
segment. CT tracer is a recursive algorithm, which traces among the CT levels in or-
der to form a query path (segment) for the next sub-query update.
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Fig. 4. Query path formation on a sample HCT body

3 Experiments

Like it was mentioned before the similarity distance function, all decision rules are
“black boxes” for our indexing scheme. So it is possible to work with any type of
multimedia data. In our work we made an indexing scheme for dataset that contains
audio records with speech of different speakers.
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3.1 Feature Extraction and Distance Function

Feature vectors were formed on the basis of cepstral parameters, as these parameters
are optimal for speech signal processing. Cepstral parameters form an orthogonal set,
thus making it possible to calculate Euclidian distance between characteristic vectors.
It was shown, that Mel-frequency cepstral coefficients in particular possess good
resolution and reasonable noise tolerance.

3.2 Experimental Results

The main point of our experimental researches was to compare new Progressive
Query with normal Query by Example (NQ) when first one is working over Cellular
Tree indexing scheme. AIl experiments are carried out on an Athlon64
2800+computer with 1024 MB memory.

The first difference is that if NQ is chosen, then the user has to wait till the whole
process is completed but if PQ is chosen then the retrieval results will be updated
periodically (with the user-defined period value) each time a new sub-query is
accomplished.

PQ and NQ eventually converge to the same retrieval result at the end. Also in the
abovementioned scenarios they are both designed to perform exhaustive search over
the entire database. However PQ has several advantages over NQ in the following
aspects:

System Memory Requirement: The memory requirement is proportional to the da-
tabase size and the number of features present in a NQ operation. Due to the partition-
ing of the database into sub-sets, PQ will reduce the memory requirement by the
number of sub-query operations performed.

“Earlier and Better” Retrieval Results: Along with the ongoing process PQ allows
intermediate query results (PSQ steps), which might sometimes show equal or ‘even
better’ performance than the final (overall) retrieval result. This is obviously an ad-
vantage for PQ since it proceeds within sub-queries performed in (smaller) sub-sets
whereas NQ always has to proceed through the entire database.

Query Accessibility: This is the major advantage that PQ provides. Stopping an
ongoing query operation is an important capability in the user point of view. The user
can stop it any time (i.e. when the results are so far satisfactory).

Overall Retrieval Time (Query Speed): The overall query time is the time elapsed
from the beginning of the query to the end of the operation. For PQ, since the re-
trieval is a continuous process with PSQ series, the overall retrieval means that PQ
proceeds over the entire database and its process is finally completed. As mentioned
earlier, at this point both PQ and NQ should generate identical retrieval results for
a particular queried item. If PQ is completed with only one sub-query, then it basi-
cally performs a NQ operation. As experimentally verified, PQ’s overall retrieval time
is 0-20% faster than NQ retrievals (depending on the number of sub-query series) if
NQ memory requirement does not exceed the system memory.
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4 Conclusion

In this paper we focused our efforts on developing a generic and robust audio-based
multimedia indexing and retrieval scheme. Indexing structure — Cellular Tree — is a
dynamic, parameter independent and flexible cell (node) sized indexing structure,
which is optimized to achieve as many focused cells as possible using aural descrip-
tors with limited discrimination factors. Retrieval scheme — Progressive Query — an
efficient retrieval technique (via QBE), which works with both indexed and
non-indexed databases, it is the unique query method which may provide “faster” re-
trievals and provides “Browsing” capability between instances (sub-queries) of the
ongoing query. CT is particularly designed to work with PQ in order to provide the
earliest possible retrievals of relevant items. Since the ultimate measure of any system
performance is the satisfaction of the system user, the most important property
achieved is therefore its continuous user interaction, which provides a solid control
and enhanced relevance feedback mechanism along with the ongoing query operation.
The experiments demonstrate the superior performance achieved by PQ over CT in
terms of speed, minimum system requirements, user interaction and possibility of
better retrievals as compared with the traditional query scheme.
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Abstract. The orthography of many resource-scarce languages includes diacrit-
ically marked characters. Falling outside the scope of the standard Latin encod-
ing, these characters are often represented in digital language resources as their
unmarked equivalents. This renders corpus compilation more difficult, as these
languages typically do not have the benefit of large electronic dictionaries to
perform diacritic restoration. This paper describes experiments with a machine
learning approach that is able to automatically restore diacritics on the basis of
local graphemic context. We apply the method to the African languages of Ciluba,
Gikiyli, Kikamba, Maa, Sesotho sa Leboa, Tshivenda and Yoruba and contrast
it with experiments on Czech, Dutch, French, German and Romanian, as well as
Vietnamese and Chinese Pinyin.

1 Introduction

Language corpus compilation for resource-scarce languages is often done by web crawl-
ing the (limited) available content on the Internet [[1]] or by scanning and “OCRing”” hard
copy resources [2]]. This poses a problem for languages that have diacritically marked
characters in their orthography. Despite an increasing awareness of encoding issues,
OCR research on orthographically rich languages [3]], and the development of special-
ized computer keyboards [4], many of the digital and digitized language resources use
the standard Latin alphabet, with accented characters represented by their unmarked
equivalents. While language users can perform real-time disambiguation of unmarked
text while reading, a lot of phonological, morphological and lexical information is lost
this way, that could be useful in the context of language technology.

Typical diacritic restoration methods employ large lexicons to translate words with-
out diacritics into the properly annotated format. This type of information source is
however not digitally available for most resource-scarce languages, many of which
make extensive use of diacritically marked characters. In this paper we describe experi-
ments with a machine learning approach that tries to predict the placement of diacritics
on the basis of local graphemic context, thereby circumventing the need for a digital
dictionary.
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The focus in this paper will be on seven African languages: Ciluba (Congo, Central
Africa), Gikllyl, Kikamba and Maa (Kenya, Eastern Africa), Sesotho sa Leboa and
Tshivenda (South Africa) and Yoruba (Nigeria, Western Africa). We contrast the results
with those obtained on better resourced languages: Czech, Dutch, French, German,
Romanian and Vietnamese. To isolate its performance on predicting tonal diacritics, we
also investigate the technique on Chinese Pinyin data.

We first look at previous work on diacritic restoration in Section 2] highlighting the
grapheme-based approach to diacritic restoration. Section[3discusses the languages and
data sets used in the experiments. We then outline the experimental results in Sectiond]
and conclude with some pointers to future work in Section[3

2 Grapheme-Based Diacritic Restoration

Most of the automatic diacritic restoration methods [36l7] tackle both the actual task
of retrieving diacritics of unmarked text and the related tasks of part-of-speech tag-
ging and word-sense disambiguation. Although complete diacritic restoration ideally
involves a large amount of syntactic and semantic disambiguation, this type of analysis
can typically not be done for resource-scarce languages. Moreover, these methods rely
heavily on lookup procedures in large lexicons, which are usually not available for such
languages.

Mihalcea (2002) describes an alternative diacritics restoration method that uses a ma-
chine learning technique operating on the level of the grapheme [8l9]. By backing off
the problem from the word level to the grapheme level, it opens up the possibility of
diacritic restoration for languages that have no electronic word lists available. Applied
to Romanian, Czech, Hungarian and Polish, the technique achieves very high accuracy
scores of up to 99% on the grapheme level [9]]. Similar work on Gikiyi [10] has like-
wise yielded encouraging results.

The general idea of the approach coined in is that local graphemic context
encodes enough information to solve this disambiguation problem. It projects diacritic
restoration as a standard classification problem, that can be solved by a machine learn-
ing algorithm.

Left Left Left Left Left Focus Right Right Right Right Right Class

- - - - - m b u r 1 - m
- - - - m b u r i - - b
- - - m b u r i - - - a
- - m b u r i - - - - r
- m b u r i - - - - - i

Fig. 1. Training Instances for the Gikiiyli word “mbiiri” (goat)

To this end, training instances in the form of fixed feature vectors are extracted for the
graphemes of the words in the corpus. We illustrate this in Figure[Il using an example
from one of the target languages under investigation in this paper, i.e. the Gikiiyl word



172 G. De Pauw, P.W. Wagacha, and G.-M. de Schryver

“mbiiri” (goat). Using a sliding window, the instance describes eleven features for each
grapheme: an ambiguous focus letter, e.g. the Latin character “u”, the left context of
the focus grapheme and its right context. These features are associated with a class, in
this case the diacritically marked character “G”. The instances can then be used to train
a machine learning algorithm which can consequently classify new instances.

Touted as language independent, the scalability of this technique to small data sets
and its applicability to non Indo-European data sets, has so far not extensively been
investigated. Furthermore, the experimental results presented in do not provide an
appropriate task-oriented evaluation of the approach. In this paper, we wish to address
these issues by adjusting the experimental setup of the technique and re-evaluating it on
a more varied array of languages and data sets.

3 The Data Sets

In this section we will outline the available data sets for the languages under investi-
gation. While a detailed overview of the orthography of all these languages would fall
beyond the scope of this paper, we will attempt to quantify the disambiguation chal-
lenges that our diacritic restoration method faces on the respective languages.

Table [ provides some quantitative information for the data sets. For Dutch, German
and Maa we used the readily available word lists. For each of the other languages, we
extracted a word list of unique word forms (column Types) from a language corpus,
consistently discarding English word forms often found in web crawled corpora. Table
[l further describes the number of non-Latin characters (column n) found in the word
list and the percentage of words with at least one diacritic (column T(d)).

The most informative quantification of the diacritic disambiguation problem is the
“lexical diffusion” metric (LexDif). To arrive at this value, we first convert all types to
latinized word forms, whereby sometimes multiple types converge to the same Latin
form. The LexDif value is then calculated by dividing the number of types by the num-
ber of latinized word forms. It thus expresses the average number of orthographic alter-
natives per Latin form. Since our grapheme-based technique can only predict one single
possible alternative for a given latinized word form, this column describes the degree of
resolvability of our approach: the higher the lexical diffusion value, the more inherently
unsolvable the diacritic restoration problem.

Ciluba. The manually compiled corpus [11]] for this Congolese Bantu language in-
cludes almost twenty non-Latin characters. Tonal marking in the orthography causes
high values for the T(d) and LexDif metrics, indicating a significant disambiguation
challenge.

Gikiyii and Kikamba. These closely related Kenyan Bantu languages have manually
compiled corpora available to them [2]]. Both have two frequently used diacritically
marked characters. The languages are tonal, but tone is not marked in the orthogra-
phy. Previous diacritic restoration work on Gikiiyi showed the grapheme-based
approach to be effective for this language, despite the extensive use of diacritics in the
orthography.
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Table 1. Information on data sets used in the experiments: number of tokens and types in the
corpus; number of diacritically marked characters (n); percentage of types with one or more
diacritics (T(d)); average number of possible orthographic instantiations of the same Latin form
(LexDif)

Language Tokens Types n T(d) LexDif
Ciluba 144.7x 20.0k 17 71.8 1.17
Gikiyi 148k 9.1k 2 649 1.03
Kikamba 383k 9.7k 2 657 1.07
Maa 222k 222k 11 469 1.05
Sesotho sa Leboa 69M 157.8k 1 23.3 1.04
Tshivenda 249.0k 9.6k 5 18.2 1.03
Yoruba 65.6k 42k 21613 1.26
Czech 123.9k 105.8k 15 66.3 1.05
Romanian 3.3M 1469k 5 39.9 1.05
French 23.2M 258.6k 19 21.0 1.04
Dutch 301.9k 301.9k 18 1.5 1.00
German 365.6k 365.6k 4 239 1.03
Vietnamese 2.6M 509k 26 61.3 1.21

Chinese Pinyin 73.5k 12.0k 2597.1 1.12

Maa. For this Kenyan Nilotic language, spoken by the Maasai, we used the online
Maa dictionaryEl as our data set. We restricted the disambiguation problem to eleven
characters (representing phonemes) and discarded tonal markings. The complete tonally
marked orthography includes more than 40 characters and can not be handled with
a data set of this size.

Sesotho sa Leboa. As one of the eleven official languages of South Africa, this Bantu
language has a considerable corpus [12]]. With only one diacritically marked character
and no tonal markings, the LexDif column nevertheless indicates a surprisingly hard
disambiguation problem.

Tshivenda. As one of the smaller official Bantu languages of South Africa, a more
modest corpus was manually assembled for the purposes of this paper. The orthography
contains quite a few non-Latin characters, but has no tonal marking.

Yoruba. The LexDif value for this Nigerian Defoid language indicates a similar chal-
lenge as for Ciluba, also counting a considerable number of special characters and tonal
markings. The corpus material was compiled from sources supplied by Paa Kwesi Im-

2

beah (kasahorow.org) and Kevin Scannell (web crawler “An Cribadan”).

Indo-European languages. For the experiments on Czech we used a word list extracted
from the DESAM corpus [[13]. The Romanian data set is the same used for the experi-
ments in [9]]. The word list for French was extracted from a corpus of French newspaper
text (Le Monde). For Dutch and German, we used the readily available lexical databases
of CELEX [14].

! http://darkwing.uoregon.edu/"dlpayne/Maa%20Lexicon/lexicon/main.htm
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Vietnamese. The data set for this Mon-Khmer language was compiled by Le An Ha
[13]. The orthography employed in this corpus makes heavy use of diacritics, mark-
ing both phonemic variants and tonal characteristics. The high LexDif value and the
large number of diacritically marked characters predict a complicated disambiguation
problem, similar to Yoruba.

Chinese Pinyin. This data sef contains a latinized version of the Mandarin Chinese
orthography. The diacritics only mark tone, no phonemic variations. Experiments on
this data set will allow us to isolate the performance of the technique on predicting
tonal diacritics.

4 Experiments

4.1 Experimental Setup

Given that the grapheme-based diacritic restoration approach can principally predict
only one single alternative, it simulates a (unigram) lexicon lookup approach. In a prac-
tical context, one would therefore be expected to combine the lexicon lookup approach
for known words and use the grapheme-based approach for out-of-vocabulary words.
This consequently means it should be evaluated primarily on the basis of its perfor-
mance on unknown words.

In the experiments described in [8l9], instances for graphemes are extracted from
a corpus of plain text. The individual instances are then divided into a training set
and test set. Making this division on the grapheme level, rather than the word level,
means that there will be a significant amount of instances in the test set that have an
exact match in the training set. While the experimental results reported in [8.9] are
solid, we believe that this methodology does not constitute an appropriate evaluation of
the diacritic restoration problem, since the performance on unknown words cannot be
established in this manner.

We therefore opt for a significantly different experimental setup, that will allow for
a more task-oriented evaluation. Rather than first processing the corpus and dividing
the individual instances into a training and test set, we randomly divide the lexicon of
unique word forms into ten parts. For each experiment during the 10-fold cross valida-
tion, we extract instances from nine partitions, used to train the machine learning algo-
rithm, and evaluate it on the instances extracted from the test set, consisting of unknown
words (Section[Z3)). In a final experiment (Section [£.4)) we also measure performance
on plain text data.

4.2 Memory-Based Learning

The instances extracted from the training set are used to train a TIMBL classifier [16],
an implementation of the machine learning technique of memory-based learning. The
scope of the experiments prevented a thorough exploration of parameter and feature
settings. The experimental results were obtained by using the standard settings, except
for an increased k-value of 3.

% Compiled from http://www.inference.phy.cam.ac.uk/dasher
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Interestingly, while other machine learning algorithms like maximum entropy
learning and support vector machines are typically able to outperform memory-based
learning on many NLP tasks, these algorithms were not able to improve on TIMBL’s
performance for these experiments, often significantly underperforming. Furthermore,
previous experiments using trigram-based processing showed a significant accu-
racy increase for this task on the Gik{iyl data set. After rigid pre-processing of the
lexicons, the trigram approach, typically providing more noise-robust output, was no
longer observed to yield significant increases in accuracy.

4.3 Experimental Results: Unknown Words

Following up on the new experimental setup described in Section[d.I] we also provide a
different, more task-oriented evaluation. Whereas provide accuracy scores on the
grapheme level, we opt to primarily evaluate the technique on the word level, i.e. the
percentage of words in the test that have been predicted completely correctly. Table
nevertheless also provides the average accuracy with which latinized graphemes have
been disambiguated.

The baseline model identifies candidate graphemes for diacritic marking and chooses
the most frequent solution observed in the training set. For French and Dutch for in-
stance these invariably equal to the unmarked characters. This trivial baseline already
achieves a very high accuracy for Dutch and Tshivenda (Table2) because of the limited
use of diacritics in these languages. While the disambiguation problem in Sesotho sa
Leboa seems limited with only one diacritically marked character, the baseline results
confirm the difficulty of the problem.

Table 2. Word level and grapheme level accuracy scores on unknown words (Ci: Ciluba, GI:
Gikiyi, Ki: Kikamba, Ma: Maa, Se: Sesotho sa Leboa, Ts: Tshivenda, Yo: Yoruba, Cz: Czech,
Ro: Romanian, Fr: French, Du: Dutch, Ge: German, Vi: Vietnamese, Ch: Chinese Pinyin)

Word Ci Gi Ki Ma Se Ts Yo Cz Ro Fr Du Ge Vi Ch
Baseline 28.2 48.7 58.4 53.1 76.2 81.8 35.4 33.7 60.6 75.2 98.5 78.3 29.4 6.7
MBL 36.6 74.9 73.5 58.6 90.1 89.3 40.6 74.4 83.2 88.2 99.6 92.7 63.1 31.5

Grapheme Ci Gi Ki Ma Se Ts Yo Cz Ro Fr Du Ge Vi Ch

Baseline 69.8 58.9 66.7 76.8 50.6 87.2 54.0 83.2 92.5 93.8 99.7 83.1 65.8 40.4
MBL 77.4 83.1 80.4 85.4 80.9 92.9 68.2 95.2 97.3 97.2 99.9 94.3 82.7 69.0

The grapheme-based memory-based learning approach (MBL in Table[2) is able to
improve both word level and grapheme level accuracy scores for all data sets, with a par-
ticularly encouraging increase in accuracy for Gikilyli, Kikamba, Sesotho sa Leboa,
Czech, Romanian and Vietnamese. Note how for Czech and Romanian a modest in-
crease of accuracy on the grapheme level has a major impact on the accuracy on the
word level. Interestingly, the grapheme accuracy scores for Czech and Romanian are
well below those reported in [819]. Since we use the same machine learning algorithm
and same data, we hypothesize that the difference is due to evaluating the task on
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unseen words, rather than evaluating it on graphemes, extracted from a combination
of known and unknown words.

While the results for Ciluba and Yoruba have improved significantly, the diacritic
restoration problem is still far from solved for these languages. The trailing results
compared to the other African languages, are caused by the tonal markings present in
these languages. Tonal diacritics can simply not be solved on the level of the grapheme.
Particularly the problem of floating tones needs to be resolved on the sentence level.
The increase in accuracy reported on these languages is mainly due to the restoration of
diacritics that indicate phonemic alternatives.

This hypothesis is further corroborated by the results on Chinese Pinyin. Diacritics
in this data set solely mark tone. While there is a significant increase using the machine
learning approach, the results are still severely lacking. Note that the LexDif metric
(Table[T) was able to predict the trailing results for Ciluba, Yoruba and Chinese Pinyin.

A special case is the language pair Gikilyli and Kikamba. Closely related with a very
similar orthography, we conducted some combination experiments. In the first exper-
iment, we isolated a Kikamba test set and added the Gikiiyli data set to the Kikamba
training set. Word-level accuracy decreased 5.4% compared to a plain Kikamba training
set (67.1% vs 72.5%). A reverse experiment with a Gikiliyil test set yielded a decrease of
6.1% (67.4% vs 73.5%). In a second set of experiments, we solely used Gikiiyii training
data to classify the Kikamba test set and vice versa. Word-level accuracy on the Gikiiyd
test set was 55.8%, and 52.3% on the Kikamba test set. Since these results indicate the
orthography of the languages is to some extent similar, re-using the data may bootstrap
a basic diacritic restoration method for other closely related languages such as Kiembu
or Kimerd.

4.4 Experimental Results: Plain Text

For the languages for which we had a plain text corpus available (all except Maa),
we conducted some experiments measuring the effectiveness of our technique on a text
containing both known and unknown words. Table[Bldisplays the results for these exper-
iments. The baseline model for this experiment implements the lexicon lookup method
(LLU). In this approach, the training set lexicon is used to translate the unmarked words
in the test set into the associated diacritically marked words using a unigram model.
Particularly for languages with a large training lexicon, this is the baseline to beat. The
second method is the grapheme-based memory-based learning approach (MBL). The
third method combines the two, using lexicon lookup for known words, and MBL for
unknown words (LLU+MBL).

The results show that for Dutch and German, the lexicon lookup model scores quite
well. For the former, this is almost a solved problem. Not surprisingly, the smaller
lexicon for French yields a more modest score for the plain text test set. Using the MBL
method, there is only a small decrease for French, Dutch and German compared to the
lexicon lookup approach. These results are encouraging, since they give an indication of
the relative accuracy of the grapheme-based approach, compared to the standard lexicon
lookup approach.

For languages with a larger corpus, like Sesotho sa Leboa, Czech and Romanian, the
combined approach outperforms all other alternatives, but rather surprisingly, despite
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Table 3. Word level accuracy scores on plain text

Word Ci Gi Ki Se Ts Yo Cz Ro Fr Du Ge Vi Ch
LLU 77.077.3 79.4 97.6 97.7 67.8 61.8 94.0 89.1 99.9 96.2 74.5 78.5
MBL 85.3 92.4 91.6 99.2 99.4 76.8 89.2 96.5 88.3 99.8 95.3 73.5 83.9

LLU+MBL 79.6 91.5 90.4 99.4 99.2 68.5 90.1 96.6 89.3 99.9 96.8 75.5 80.3

the considerable size of the training lexicon, MBL still significantly outperforms the
lexicon lookup method.

As expected, the score for the lexicon lookup approach is quite low for the resource-
scarce languages of Ciluba, Gikiiyli, Kikamba, Tshivenda and Yoruba. For each of
these, the grapheme-based approach also outperforms the combined approach by a sig-
nificant margin. This means that a typical training set for these resource-scarce lan-
guages does not yet contain enough lexical information to enable accurate lexicon
lookup approaches. This projects the grapheme-based approach as the more robust dia-
critic restoration method for resource-scarce languages.

Also note that the word level accuracy scores on plain text are a lot higher than
those for unknown words. This is particularly true for the Chinese Pinyin data set. We
hypothesize that the artificially inflated scores are the effect of using small domain-
specific corpora, with typically a restricted lexicon. This provides further support to the
claim that the diacritic restoration task is preferably to be evaluated on unknown words,
to truly measure its effectiveness in a practical context.

5 Conclusion and Future Work

In this paper we have presented experiments with a grapheme-based machine learn-
ing approach for diacritic restoration. We described a new experimental approach to
this task, that enables a more task-oriented evaluation of this particular disambiguation
problem. The difference in results between disambiguating unknown words and known
words provides some indication that previously reported results were overstated. We
also introduced the metric “lexical diffusion” that is able to predict the difficulty of the
diacritic restoration problem for a given language.

Focusing on resource-scarce African languages, we showed that the machine learn-
ing approach is indeed to a great extent language independent. But while the method is
able to predict diacritics for phonemic variants of the same Latin character with a high
degree of accuracy, there are considerable issues when dealing with languages that mark
tonality in the orthography. Future research will extend the technique to predict multiple
variants of the same latinized word form, combined with contextual sentence models to
trigger the correct tonal pattern of a word.

Since for most African languages there is an almost one-to-one mapping between
phoneme and grapheme, an effective diacritic restoration method for African languages
is almost tantamount to grapheme-to-phoneme conversion. Particularly given the more
than encouraging results on processing plain text, the machine learning approach pre-
sented in this paper warrants further investigation on a larger array of African languages.
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In the meantime, we are confident that the proposed diacritic restoration method can sig-
nificantly speed up corpus development for the resource-scarce languages under inves-
tigation in this paper, as it provides an effective tool to process and enhance unmarked
digital language resources.
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Abstract. Sound ontologies need to incorporate source unidentifiable sounds in
an adequate and consistent manner. Computational lexical resources like Word-
Net have either inserted these descriptions into conceptual categories, or make
no attempt to organize the terms for these sounds. This work attempts to add
structure to linguistic terms for source unidentifiable sounds. Through an anal-
ysis of WordNet and a psycho-acoustic experiment we make some preliminary
proposal about which features are highly salient for sound classification. This
work is essential for interfacing between source unidentifiable sounds and lin-
guistic descriptions of those sounds in computational applications, such as the
Semantic Web and robotics.

1 Sounds Without Identifiable Sources

Bumps, rattles and rumbles: languages are filled with expressions to name sounds that
we cannot identify according to their origin, the most common way to describe a sound.
The ability to describe and distinguish between sounds is an essential cognitive skill, as
sounds are one of our major sources of information about our environment.

In computational applications, ontologies are valuable resources for relating different
concepts, often for the purpose of inference. For example, it is important to know that
a melody is a part of a song which in turn is a kind of musical piece. In particular with
the Semantic Web, having cognitively grounded ontologies available to serve as the
backbone of search engines is more necessary than ever before. For source identifiable
sounds, existing semantic ontologies are often already sufficient, e.g. for describing
something as the sound of a car engine or the sound of running water the hierarchies
for the source concepts car engine and running water are already present. Additionally,
for source identifiable sound names like a scream, a bark or a whinny, the sounds can
be integrated into classifications already present, e.g. dogs or horses.

The challenge is dealing with source unidentifiable sounds such as click, clank, plop,
thud, screech and rattle. These sounds cannot be categorized by linking them to a source
concept.

Our aim is to discover what features of source unidentifiable sounds are perceived
as relevant to their classification, and to use them to develop an ontological structure
for source unidentifiable sounds that captures the way in which listeners perceive them.
Further, we are interested in if and how linguistic patterns might support an ontological
structure. The lexical means available to describe sounds may offer clues to the features
most salient to their classification.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 180187 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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In section 2] we discuss a number of examples of source unidentifiable sounds that
seem to fall into different feature groups, in section 3] we discuss previous ontological
attempts, first looking at some work on source identifiable sounds, and finally focusing
on WordNet [T]]. We show that WordNet does not organize source unidentifiable sounds
in a consistent and sufficient way for computational applications. In section@lwe present
a psycho-acoustic experiment we conducted in order to examine which features humans
use when classifying sounds and whether some features are more salient than others.
Based on these results in section [3] we propose that some features are more salient than
others and when identified correctly they can be used to structure sounds in an ontology.

2 Features of Source Unidentifiable Sounds

There are sounds with a clear source, and sounds where the source is not clear or not
known at all. The source typically functions as its description. For example, bells toll,
horns toot and knocking can be an effect of fingers touching the surface of a door.
While sound source identification in the examples above is relatively easy, the sound of
swish is not, since it can be produced by fallen leaves and the wind (nature), curtains
(material), or by a gramophone record (a plastic object). Further, the sound of whack
can be a result of almost anything from someone’s hand (body part) to wings of birds
(animal part). And what about sounds like a thunk, a whiz or a throb?

At least three different perspectives can describe sounds. For source unidentifiable
sounds, source based descriptions are obviously not possible. Sounds can also be de-
scribed according to their acoustic properties. This has the advantage of being entirely
objective, but has the disadvantage of potentially being completely incompatible with
the way in which humans perceive sounds [ Since our aim is to make a classification
that will allow humans to categorize and relate sounds they perceive to other sounds, the
third perspective, descriptions based on perceptually relevant aspects of sounds, seems
most promising.

But what are the perceptually relevant aspects of source unidentifiable sounds? We
began by listening to a large number of source unidentifiable sounds and identifying
salient features that seemed to help characterize the sounds, finally identifying five
features:

1. Repetitiveness: A drum is repetitive, a sigh is not.

2. Continuousness: If the sound is interrupted by silences it is not continuous. Drum-
ming is (—)continuous while a sigh is (+)continuous. Repetitive sounds can be
continuous, e.g. the toll of a bell, or not continuous, e.g. tapping.

3. Duration: If the sound is produced by an ongoing process it exhibits a durational
aspect. A sigh, for example, is produced by the ongoing flow of air, while a click is
not.

4. Harmonicity: Has to do with how pleasant a sound is. The toll of a bell is much
more harmonic than a sigh or the beat of a drum.

! This is then analogous to the correct biological classification of a tomato as a berry, while most
people would consider it to be a vegetable, and expect to find it among the vegetables in the
grocery store.
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5. Pitch: Has to do with whether or not a sound can show pitch variation. For example,
a sigh or swish doesn’t, but a screech or ring does.

We consider these features to be highly salient but it is not clear which features are
most relevant for classifying linguistic terms for source unidentifiable sounds. This can
be analogous to an initial classification of animals where it would be determined that
whether or not an animal could fly is a less salient feature than whether or not they
give birth to leave offspring, since the latter distinguishes mammals from birds, while
the former only distinguishes birds like penguins from e.g. robins. In order to reliably
determine which features are more salient than others we will need to do some psycho-
acoustic experiments. But first let’s see what classification attempts have already been
made.

3 Proposed Ontologies for Sounds

3.1 Previous Work on Sound Ontologies

Most of the work on sound classification is done in the area of sound and speech recog-
nition. There is no consistency as to which criteria should be used when distinguishing
different sounds. [4]], for example, divided sounds into 3 classes: speech, music and
sound texture. [4]] does not give a clear definition of sound textures but some examples
include the sounds of a copy machine, fish tank babbling, waterfall, applause, and so
on, in other words, source identifiable sounds that are not music or speech. In a psycho-
acoustic experiment [4] asked the participants to cluster sound textures in order to find
out which features people find salient. Participants differed radically in their classifica-
tions. One possible explanation is that some participants used the source of the sound as
the main feature, while others used such perceptual features as periodicity and smooth-
ness leading to different classifications.

[3]] proposed to make a sound ontology where sounds were grouped according to
their acoustic features into such sound classes as music and speech. All individual
sounds in these groups could be listed together with their attributes (that is acoustic
features) like frequency, timber or rhythm, and connected with each other by the onto-
logical relationships part-of and isa. The main aim of such an ontology was to provide
enough information about the features and to enable sound segregation from an input
sound mixture. Because of its specific purpose, the attributes, or features listed in the
ontology are acoustic in nature (e.g. AM/FM modulation, power spectrum, formant)
and no lexical information is given. Similarly, [3] looked at 13 acoustic features in their
real-time computer models in order to see whether these features can help to distinguish
between music and speech sounds. They report that the best model used only 3 out of 13
features (namely, 4 Hz Modulation Energy, Var Spectral Flux and Pulse Metric). These
results suggest that some features are more salient than others. The formal properties
of these salient features might have some overlap with the basic perceptual features we
used in our psycho-acoustic experiment. For example, modulation energy is related to
the loudness and repetitiveness, spectral “Flux” might have to do with the continuity
and pulse metric might overlap with our feature repetitiveness. However, it is possible
that humans use very different features, and it is not clear how well these features carry
over to source unidentifiable sounds.
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3.2 WordNet’s Sound Classification

The WordNet ontology includes source identifiable as well as source unidentifiable
sounds. Unlike traditional dictionaries where all words and their meanings are enu-
merated in the alphabetical order, WordNet was originally based on psycholinguistic
principles trying to capture the way words and meanings are represented in humans.
We concentrate on WordNet because it is currently the most widely used lexical re-
source in computational linguistics. All words are organized in the so-called synsets,
or sets of synonymous words, hierarchically organized via such semantic relations as
hyponymy and hypernymy. Each lexical entry has a definition and often an example
of use. WordNet contains four categories: nouns, verbs, adjectives and adverbs but our
main focus is on the nouns describing sounds. Nouns belong to one of nine hierarchies,
each associated with a top level concept called a unique beginner. Since the same lexi-
cal string can have more than one meaning and belong to different synsets, it can occur
in several different hierarchies.

Sounds are organized in the WordNet according to their senses and not their features.
The string sound has 8 senses but only 6 are relevant: - sound; : the particular auditory
effect produced by a given cause; - sounds: auditory sensation: the subjective sensa-
tion of hearing something; - sounds: mechanical vibrations transmitted by an elastic
medium; - soundy: the sudden occurrence of an audible event; - sounds: the audible
part of a transmitted signal; - soundg: (phonetics) an individual sound unit of speech
without concern as to whether or not it is a phoneme of some language;

Sound;, sounds and soundsg occur in the hierarchy with the unique beginner Ab-
straction, sounds is in the hierarchy Psychological Feature, sounds is in the hierarchy
Phenomenon and soundy is in the hierarchy Event. It is important to point out that Word-
Net does not distinguish between source identifiable and unidentifiable sounds per se
because its main point is to represent sounds as to the main concepts they imply, for
example, whether it is an instance of such basic cognitive process as sensation (such as
music) or whether it is an occurrence of an audible event (such as drumbeat). This kind
of approach seems to be insufficient because of the inconsistencies it causes.

For example, one of the problems with sound representation in WordNet is that when
two sounds are on the same low level of a hierarchy, the difference between them can
only be elicited from their definitions. Consider sounds throbbing and knocking, two
terminal sister leaves of the Event hierarchy with sounds. According to the WordNet,
throbbing is a sound “with a strong rhythmic beat”, and knocking is a sound of “knock-
ing as on a door or in an engine or bearing”. Only these definitions provide information
about the quality of the sound throbbing (namely, that this sound is strong and rhyth-
mic), and about the source of the sound knocking (namely, a door or an engine).

However, in some cases the way of distinction between sister terms is not possible
since some of them (especially sounds that belong to the same synset) share the same
definition. For example, both click and clink belong to the same synset, hence, share
the same hierarchy and base type. They are also described by the same definition of
“a short light metallic sound” and no example of use is given. Likewise, a “plop-and-
a-plunk” problem is rather an evident example of the inconsistent representation of
sounds at the lower levels of sound hierarchies. Sounds plop and plunk occur in the same
Event hierarchy, however, while plunk is a direct hyponym of soundy, plop is linked to
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soundy indirectly via noise. There is no clear criterion to consider plop (defined as “the
noise of a rounded object dropping into liquid without splash) as a hyponym of noise
(defined as “sound of any kind (especially unintelligible or dissonant sound)”’) while
plunk (defined as “a hollow twanging sound”) as its sister.

In summary, although the idea of organizing sounds as to the possible mental repre-
sentation of sounds is very appealing, the current state of affairs in WordNet proves to
be inconsistent and insufficient.

One of the plausible ways to proceed is to look at the definitions of sounds more
closely. As has been mentioned above, some definitions provide enough information
for distinguishing one sound from another. Namely, throbbing is rhythmic, clicks and
clinks are short and light and plunk is hollow and twanging. These descriptive words
seem to be very good indicators of how people perceive and describe sounds (as in
“I heard a short click”) because they represent the perceptual features of sounds. These
descriptive words are what we use as the basis for our psycho-acoustic experiment we
present in the next section.

4 Experiment

Are the features identified by the experimenters in section 2 perceived by listeners as
relevant to classifying sounds? Participants were presented with three sounds and asked
to choose the sound that differs most from the other two.

4.1 Method and Materials

We used 26 questions consisting of three sounds each as stimuli. All of the sounds are
real life sounds taken from the Auvidis sound library [2]]. We were careful to choose
sounds for which the source was difficult, or not possible to determine. All files were
cropped to a uniform duration of 80 milliseconds. After initial selection, we decided
which features characterize each sound sample. The stimuli can be subdivided into
three types. Type Simple (16/26) questions consisted of two sounds similar on all fea-
tures and one sound that differed on one or more of these features from the other two.
In the example below sound S2 differs on feature F2:

SI: FI(+)F2(+)... S2: FI(+)F2(-)...  S3: F1(+)F2(+)...

This type of questions will be used to test whether participants actually perceive the
features. If this is the case, the sound that differs on one feature will be determined as
the least similar. In questions from Type Complex (7/26) a set of three sounds consists
of two pairs, where one sound belongs to both pairs. Within each pair the sounds share
features. Since this set-up creates a conflict of several features, participant’s choice will
show which feature is more dominant. For example,

SI: FI(+)F2(-)...  S2: FI(+)F2(+)... S3:F1(-)F2(+)...

The sounds S1 and S2 share feature F1 and the sounds S2 and S3 share feature
F2. This type of question will be used to test whether one feature is more salient than
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another. If, for example, feature F2 is more salient than feature F1, sound S1 will be
experienced as being more different, because it does not share this feature. Finally Type
Control consisted of three questions (3/26) where two out of three sounds were exactly
the same. These control questions tested whether participants were paying attention.
Additionally five times during the experiment participants were asked to explain their
choice in comments.

The experiment was done online and results were stored in a database. Thirty one
adult native Dutch speakers took part in the experiment. Two of the participants were
excluded for reporting hearing problems and one participant was excluded for giving
a wrong answer on one of the control questions.

4.2 Results and Discussion

Questions of type Simple were meant to test whether people were sensitive to the fea-
tures identified by the experimenters. From the 16 type Simple questions ten questions
were answered as expected, the stimulus that differed on the feature dimension identi-
fied by the experimenters was chosen significantly more often than chance (x?, p-value
0.001). However, in four cases participants consistently chose a stimulus different from
the stimulus predicted by the experimenters (y2, p-value 0.001). The participants agreed
on which sound was different but this was not what the experimenters predicted from
the features identified. Since all five features identified were presented in the type Sim-
ple stimuli answered as predicted as well as in the type Simple stimuli not answered
as predicted the results are difficult to interpret. What is, however, striking is the high
degree of agreement among participants as to which sound was different (cf. [4]]’s re-
sults), suggesting that if the correct salient features could be identified, what sound
participants will judge as different should be predictable.

Among questions of type Complex, five out of seven answers were significantly dif-
ferent from a uniform distribution. However, these results do not indicate that one fea-
ture was consistently considered to be more dominant than the other feature, so not
much can be concluded about which features might be more dominant than the oth-
ers. In four cases participants chose the sound exhibiting the most features (2, p-value
0.001). These sounds may be considered more complex, and sound complexity might
also be a salient feature.

Participants’ explanations about their choices were not always easy to interpret. For
example, participants did not report that a sound was chosen because it exhibited “a dif-
ferent tone color”. Instead they reported that the sound they chose was “more sharp” or
the sound was “more dull”. All these descriptions were interpreted and labeled. In most
of the cases the reports were consistent with the chosen sound. For example, the par-
ticipants who chose the third sound for a given question gave another description than
the participants that chose the first sound. The features that were determined by the ex-
perimenters were all mentioned at least once. Furthermore participants referred to fone
color, changing through time and on-/offset characteristics.

There are three possible explanations why we didn’t obtain the clear results we had
hoped for. First, it could be that many of the stimuli were too complex, making it hard to
compare. We removed a number of questions because we thought they were too simple
but that may have been a mistake. Second, it could be that additional features play key
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roles. Features mentioned by the participants might be a good starting point to look
for other salient characteristics in future work. Third, it’s possible that the features are
hierarchically ordered but in such a way that some of our stimuli sets made it difficult
to compare, or led to comparisons in a way we did not expect.

But because people were quite consistent in their evaluation of sounds, and because
this to a certain degree was similar to our expectations we are quite optimistic that
further experiments with more stimuli will help us determine the actual hierarchical
characteristics of the features.

5 Conclusions

How can we use our observations about the shortcomings of sound classification in
WordNet and the experimental results to propose a classification for source unidentifi-
able sounds?

If we examine the features we have studied again, pitch, duration, harmonicity, con-
tinuity and repetitiveness, what characteristics do these have compared to features we
chose not to focus on? One important characteristic is that the values of these features
are consistent across all tokens of a given type of sound type. Taking each sound term,
such as clink, rattle or plonk as a type, the feature absolute pitch, which we did not
choose to study, conspicuously does not have these characteristics. A clink could have
a high pitch or a low pitch, and both would still be instances of clinks. The same goes for
rattle: high-pitched rattle or a low-pitched rattle are both possible rattle tokens. Based
on this, even though absolute pitch might be a salient feature for classification of some
sounds in the experiment, its ability to vary among tokens of the same type make it an
inappropriate choice for classification.

The feature pitch we used has to do with having or not having pitch, so e.g. swish,
thump and gurgle are all examples that are (—)pitch, and pitch seems to remain consis-
tent for all tokens of each of these types. The experimental results also suggest this is
a salient feature, and could be used to split sound types into two sets.

Examining a number of sound types, long durations seem to be consistent across
e.g. rattle or hum tokens, while short durations are also characteristics of clinks and
plonks. Further repetitiveness and continuous seem to be associated with a long dura-
tion. Thus it seems that these might be lower branches. Both these features also seem
to be consistent among tokens of the same type.

But which feature would make a better initial split: pitch or duration? Unfortunately,
the results from the experiment were not clear enough to allow us to make this decision,
and more tests are needed.

The function of the feature harmonicity is also not clear. It might be a feature al-
lowing us to split the set of sounds with short duration into +harmonic (e.g. pling
or booing) from those that seem to be (—)harmonic (e.g. click or plonk), but it might
be necessary to do a classification experiment to see if subjects would agree with this
division.

As for the other features pointed out by experiment participants, such as e.g. tone
color, we will have to do more research. Our results certainly suggest that the choice of
salient features in a sound ontology has to be empirically grounded. It seems possible
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to make principled decisions to structure source unidentifiable sounds in an ontology,
a result that should be useful for many applications, both those under development such
as for searching media on the Semantic Web, and applications in the future, e.g. robots
that can describe sounds they heard as humans would.
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Abstract. This paper deals with the treatment of Named Entities (NEs) in Czech.
We introduce a two-level NE classification. We have used this classification for
manual annotation of two thousand sentences, gaining more than 11,000 NE in-
stances. Employing the annotated data and Machine-Learning techniques (namely
the top-down induction of decision trees), we have developed and evaluated a soft-
ware system aimed at automatic detection and classification of NEs in Czech
texts.

1 Introduction

After the series of Message Understanding Conferences (MUC; [[I]), processing of NE
became a well established discipline within the NLP domain (see [2] for a survey of NE
related research), usually motivated by the needs of Information Extraction, Question
Answering, or Machine Translation. For English, one can find literature about attempts
at rule-based solutions for the NE task as well as machine-learning approaches, be they
dependent on the existence of labeled data (such as CoNLL-2003 shared task data),
unsupervised (using redundancy in NE expressions and their contexts, see e.g. [3]]) or
a combination of both (such as [4]], in which labeled data are used as a source of seed
for an unsupervised procedure exploiting huge unlabeled data).

For Czech, the situation is different. To our best knowledge, until the presented work
there have been no data with explicitly annotated NE instances available for Czech. Al-
though there are several other types of available resources potentially usable for recog-
nition and classification of NE (e.g. gazetteers, or technical lemma suffixes used at the
morphological layer of PDT [J3]]), we have not found any published attempt concerning
development of NE taggers for CzecH.

This paper is structured as follows: in Section [2 we introduce our classification of
NE, which we have used for annotating sample sentences as described in Section [3
Section [ presents our NE tagger trained on the annotated data. The summary is given
in Section[3]

* The research reported on in this paper was supported by the projects 1ET101120503,
MSM0021620838, MSMT CR LC536, GD201/05/H014, and GA UK 643/2007.

! Even if some approaches developed for English are claimed to be language independent, it is
obvious that they cannot be straightforwardly applied to Czech because of its rich inflection.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 188-[193] 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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2 Proposed Two-Level NE Classification

There is no generally accepted typology of Named Entities. One can see two trends:
from the viewpoint of unsupervised learning, it is advantageous to have just a few
coarse-grained categories (cf. the NE classification developed for MUC conferences
or the classification proposed in [3]], where only persons, locations, and organizations
were distinguished), whereas those interested in semantically oriented applications pre-
fer more informative (finer-grained) categories (e.g. [6] with eight types of person la-
bels, or Sekine’s Extended NE Hierarchy, cf. [7]).

Therefore we have proposed a two-level NE classification, as depicted in Figure [
The first level corresponds to rough categories (called NE supertypes) such as person
names, geographical names etc., whereas the second level provides a more detailed
classification: e.g. within the supertype of geographical names, the NE types of names
of cities/towns, names of states, names of rivers/seas/lakes etc. are distinguished. If
more robust processing is necessary, only the first level (NE supertypes) can be used,
whereas the second level (NE types) comes into play when more subtle information is
needed. Each NE type is encoded by a unique two-character tag (e.g., gu for names of
cities/towns, gc for names of states; a special tag, such as g , makes it possible to leave
the NE type underspecified).

Besides the terms of NE type and supertype, we use also the term NE instance, which
stands for a continuous subsequence of tokens expressing the entity in a given text. In
the simple plain-text format, which we use for manual annotations, the NE instances
are marked as follows: the word or the span of words belonging to the NE is delimited
by symbols < and >, with the former one immediately followed by the NE type tag (e.g.
<pf John> loves <pf Mary>).

The annotation scheme allows for the embedding of NE instances. There are two
types of embedding. In the first case, the NE of a certain type can be embedded in
another NE (e.g., the river name can be part of a name of a city as in <gu Ust nad <gh
Labem>>). In the second case, two or more NEs are parts of a (so-called) container
NE (e.g., two NEs, a first name and a surname, form together a person name container
NE such as in <P<pf Paul> <ps Newman>>). The container NEs are marked with
a capital one-letter tag: P for (complex) person names, T for temporal expressions,
A for addresses, and C for bibliographic items. A more detailed description of the NE
classification can be found in [8§].

3 Annotating Data

We have created the data with labeled NE instances by the following procedure:

1. We have randomly selected 2000 sentences from the Czech National Corpusﬁ from
the result of the query ([word=".x[a-z0-9]"] [word="[A-Z].x"])
(this query makes the relative frequency of NEs in the selection higher than the
corpus average, which makes the subsequent manual annotation much more effec-
tive, even if it may slightly bias the distribution of NE types).

http://ucnk.ff.cuni.cz
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ah - street numbers

#‘]l at - phone/fax numbers
a - Numbers in addresses

cb - volume numbers
- — —_’IC" age numbers
¢ - Bibliographic items P pag 4! cr - legisl. act numbers
cs - article titles

#.]I cn - chapt./sect./fig. numbers |

gc - states

gh - hydronyms

| - nature areas / objects
g - ! 4! gp - planets, cosmic objects |

gq - urban parts —
g - Geographical names A—l gr - territorial names
~ gs - streets, squares

4{ gt - continents
g_ - underspecified
4’| ic - cult./educ./scient. inst.

gu - cities/towns

ia - conferences/contests

- -~ - companies, concerns... |
i - Institutions P

i_ - underspecified
mi - internet links

mr - radio stations -
mt - TV stations

4{ nc - sport score

! io - government/political inst. |

Types of NE

ni - itemizer

| n - Specific number usages

—{ m - in formula
nq - town quarter

np - part of personal name |

nr - ratio

n_ - underspecified |

| oa - cultural artifacts (books, movies) |

P oc - chemical
N _ __»l oe - measure units -
o - Artifact names om - currency units
op - products —
o_ - underspecified

pb - animal names

pc - inhabitant names
pf - first names
- o
pp - relig./myth persons
pS - surnames p_ - underspecified
q - Quantitative expressions qc - cardinal numbers g0 - ordinal numbers

tc - centuries |

AI td - days
Lo
th - hours

pd - (academic) titles
p - Personal names

t - Time expressions

Fig. 1. Proposed two-level classification of NEs in Czech. Note that the (detailed) NE types are
divided into two columns just because of the space reasons here.



Named Entities in Czech: Annotating Data and Developing NE Tagger 191

2. The data (simple line-oriented plain-text files, editable in any text editor) have been

manually annotated (i.e., enriched with starting and ending symbols and tags for
NE types or NE containers) by two annotators in parallel. Differently annotated
instances have been checked and decided by a third person. 11,644 NE instances
have been detected in the sample.

. The sentences have been enriched with morphological tags and lemmas using Jan

Hajic’s tagger shipped with Prague Dependency Treebank 2.0 ([3]).

The data have been divided into training, development test and evaluation test parts
(8:1:1), and converted into pairs of XML files (source sentences enriched with mor-
phological attributes are stored in an XML file with the same format as m-files in
PDT 2.0, whereas the NE instances are represented in a separated XML file in the
form of triples (i) reference to the first token of the given NE instance, (ii) refer-
ence to the last token of the instance, (iii) type of the NE instance according to the
two-level classification; see for more detail).

After the last step, the data have been ‘frozen’ and prepared for experiments with
NE taggers described in Section Hbelow[]

4

Sample of annotated text (after the second step):

Britsky medidlni umé&lec <p. Sting>, vlastnim jménem <P<pf Gor-
don> <ps Sumner>>, ktery ma vystoupit <T<td 14.> <tm cdervna>>
v prazské <ic Sportovni hale> , bude s nejvétd$i pravdépodobno-
sti bydlet se svym devétadvacetidlennym tymem pod krycim jmé-
nem v nékterém z praZskych hotelu

<P<pd Ing .> <pf Karel> <ps Hennhofer> , <pd PhD>> , zastupu-
jici

ostravskou divizi <ic Technické inspekce " DOM-ZO <n. 13> ">
popsal nové pojeti systému managementu jakosti podle normy
<or CSN EN ISO <nr 9001:2001>>

Development of NE Tagger

4.1 Task Definition

Our goal was to create a program for automatic processing of NEs in Czech texts en-
riched with morphological annotation. It has been subdivided into two ‘subgoals’: (i)
the word or the span of words belonging to the NE should be delimited, (ii) a type/
container tag chosen from a given set (cf. Section[2)) should be assigned to the detected
NE instance.

A NE instance is correctly recognized if and only if both the span was correctly

detected and the correct tag was assigned. However, we also present results based on
less strict rules (only the supertype is taken into consideration) to provide the reader
with more insight into the principles of the NE tagger.

3 The data are available also for other researchers by request from the authors.
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4.2 Decomposition of the Task

The two proposed subgoals are inherently different: the first one (i.e., detecting the span
of a NE instance) involves searching the input text for tokens or sequences of tokens
forming NE instances (such a sequence can be of an arbitrary length, limited only by the
length of the sentence) whereas the second one (i.e., assigning the tag) is the assignment
of a class to the detected NE instance.

Concerning the first subgoal, a considerable simplification can be reached by limiting
the length of a NE instance we attempt to recognize. With such an approach, we can
tackle the NE instance detection as a classification task as well. The price is that we will
not be able to detect NE instances longer than the given upper bound any more. For our
system, a bound of two words has been seﬂ

These two subgoals have been solved separately for single-word NE instances (see
subtask 1) and for two-word NE instances (subtask 2). As for multi-word NE instances,
only one type of such NE instances has been detected, namely multi-word names of
Czech towns (subtask 3; i.e., only one tag can be assigned). Thus, there are three sub-
tasks to be solved:

1. Detection and classification of single-word NE instances.
2. Detection and classification of two-word NE instances.
3. Detection and classification of one type of multi-word NE instances.

The first two subtasks have been approached as a feature-based classification. The
third one has been solved by specially crafted algorithms. The feature sets are different
for each subtask.

4.3 Implementation

The system has been implemented in Perl, it uses the Rulequest 5.0 classifier. Firstly,
the training of the system will be described, then the analysis will be briefly sketched.

Training. Is divided into (i) the preparation of the data for the classifier and (ii) the
use of the classifier to construct a prediction method. The data sets for each subtask are
prepared in the same way, except for the different feature sets.

We distinguish categorial and boolean features. Features used for detection — and
subsequently also for classification — of single-word NE instances are the following:

Categorial: How many times the lemma occurs in training data.

Boolean: The word form is capitalized.

Categorial: The NE type denoted by the technical lemma suffix as used at the mor-
phological layer of PDT 2.0.

Boolean: The token is the only capitalized word (first word excluded) or the only
number in the sentence.

Boolean: The form is a single capital letter.

Boolean: The lemma denotes a month.

* NE instances of length up to two words cover more than 87 % of all NE instances in the
training data.
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— Boolean: The form is a number adjacent to another number.

— Boolean: The form matches a simple time expression pattern (e.g., 16:30).

— Categorial: The lemma; OTHER value for non-frequent lemmas.

— Boolean: The lemma is included in the list of Czech town names.

— Tag-based features: In the positions of the morphological tag used in PDT 2.0,
the part-of-speech information, information concerning the gender, number etc. is
encoded. Values on these tag positions are treated as categorial features.

— Contextual features: Features representing presence or absence of trigger words in
the immediate neighborhood; the list of around 600 trigger words (words that signal
the beginning or the end of a NE instance, such as president) was semimanually
extracted from the training data.

Features used for detection of two-word NE instances as well as for their classifica-
tion are the following:

— Categorial: Part-of-speech pattern:
Two-letter symbol formed by concatenation of the parts of speech of the two words
in the scope (again, OTHER is used for infrequent combinations).

— Categorial: Single-word prediction pattern:
The pair of NE types predicted by the system for the individual words of the bigram.
In case of rare pairs, OTHER is used instead.

— Categorial: Capitalization pattern:
Each word of the bigram is classified as (i) being the first word in the sentence, (ii)
being capitalized or (iii) neither of the above. The couple of these categories is then
used as the feature value.

— Boolean: The words agree in number, gender and case.

— Categorial: How many times the lemmas occur in the training data next to each
other.

The analysis (i.e., detection and classification of NE instances in the unseen data) is
performed for each sentence in three phases, as mentioned in Subsectiond.2] above.

For each word, features for single-word NE instance detection are evaluated. Based
on these features, the prediction method decided whether the word is a NE instance.
If so, then features used for classification of single-word NE instances are evaluated.
The prediction method assigns a tag to the NE instance. For each bigram, the same
procedure is executed as for each word, using feature sets for two-word NE instances.
The last phase involves searching the sentence for an occurrence of a multi-word Czech
town name (as the only one multi-word NE instance to be detected). In case such NE
instance is found, the words are marked as a NE instance of type gu.

4.4 Results and Evaluation

We evaluate the results using precision, recall and f-measure. We present results based
on three definitions of a correctly detected (and classified) NE instance:

— The span of the NE instance was detected correctly.
— The span of the NE instance was detected correctly and a correct supertype tag (i.e.,
the first character of the NE type tag) was assigned.
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Table 1. Results of the capitalization-based baseline classifier

Correct type Correct supertype Correct span

Precision 0.16 0.29 0.68
Recall 0.16 0.29 0.68
F-measure 0.16 0.29 0.68

Table 2. Results of the baseline classifier based on the in-data occurrence (the precision and recall
results seem to be identical only because of rounding)

Correct type Correct supertype Correct span

Precision 0.54 0.57 0.59
Recall 0.33 0.34 0.36
F-measure 0.40 0.43 0.45

Table 3. Final results of the developed system (precision/recall/F-measure)

All NE inst. One-word NE inst. Multi-word NE inst.
Correct type 0.74/0.5470.62 0.72/0.69/0.70  0.93/0.22/0.35
Correct supertype 0.81/0.59/0.68 0.79/0.76/0.78  0.95/0.22/0.36
Correct span 0.88/0.64/0.75 0.87/0.84/0.86 0.98/0.23/0.37

— Both the span of the NE instance was detected correctly and a correct NE type tag
was assigned.

Two baselines have been suggested. The first one recognized every capitalized word
(excluding sentence-first words) as a NE instance of the most frequent type (ps, i.e.
a surname; see Table[I)). The second baseline (see Table 2) checked each word and bi-
gram for presence in the training data (effectively evaluating the corresponding feature
described above) and marked it as a NE instance if an occurrence has been found. The
type of the NE instance was denoted as the type of one of the NE instances found in
training data.

The final results are shown in Table Bl The F-measure equal to 0.62 seems to be
a rather low number, but it is necessary to take into account the very high number of
employed NE types (and thus very low baselines). Restricting the task in any dimension
(i.e. the kind of entities sought, the number of types, etc.) improves the performance
considerably. The weakest part is the recall in recognizing multi-word NE instances,
which is no surprise as such entities are frequent in real-world data and we have no
satisfactory method to deal with them yet. The results are comparable with those of
HAREM competitors ([9]) and of Sassano and Utsuro ([10]).

5 Conclusion

We believe that the contributions of our work are the following: (i) we have introduced
a detailed two-level NE classification verified on authentic corpus data, (ii) we have
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manually annotated a substantive sample of Czech sentences with the proposed NE tags,
and (iii) we have developed and evaluated a NE tagger for Czech. To our knowledge,
the presented work is novel for Czech in all three aspects.

As for future work, we plan to use also unlabeled data for the development of NE

taggers, and to study the status of NE instances at more abstract layers of linguistic
representation, especially at the tectogrammatical layer as implemented in PDT 2.0.
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Abstract. Finding emotions in text is an area of research with wide-ranging
applications. We describe an emotion annotation task of identifying emotion
category, emotion intensity and the words/phrases that indicate emotion in text.
We introduce the annotation scheme and present results of an annotation
agreement study on a corpus of blog posts. The average inter-annotator agreement
on labeling a sentence as emotion or non-emotion was 0.76. The agreement on
emotion categories was in the range 0.6 to 0.79; for emotion indicators, it was
0.66. Preliminary results of emotion classification experiments show the accuracy
of 73.89%, significantly above the baseline.

1 Introduction

Analysis of sentiment in text can help determine the opinions and affective intent of
writers, as well as their attitudes, evaluations and inclinations with respect to various
topics. Previous work in sentiment analysis has been done on a variety of text genres,
including product and movie reviews [9, 18], news stories, editorials and opinion
articles [20], and more recently, blogs [7].

Work on sentiment analysis has typically focused on recognizing valence —
positive or negative orientation. Among the less explored sentiment areas is the
recognition of types of emotions and their strength or intensity. In this work, we
address the task of identifying expressions of emotion in text. Emotion research has
recently attracted increased attention of the NLP community — it is one of the tasks at
Semeval-2007"; a workshop on emotional corpora was also held at LREC-20067.

We discuss the methodology and results of an emotion annotation task. Our goal is
to investigate the expression of emotion in language through a corpus annotation
study and to prepare (and place in the public domain) an annotated corpus for use in
automatic emotion analysis experiments. We also explore computational techniques
for emotion classification. In our experiments, we use a knowledge-based approach
for automatically classifying emotional and non-emotional sentences. The results of
the initial experiments show an improved performance over baseline accuracy.

The data in our experiments come from blogs. We wanted emotion-rich data, so
that there would be ample examples of emotion use for analysis. Such data is
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expected in personal texts, such as diaries, email, blogs and transcribed speech, and in
narrative texts such as fiction. Another consideration in selecting blog text was that
such text does not conform to the style of any particular genre per se, thus offering
a variety in writing styles, choice and arrangement of words, and topics.

2 Related Work

Some researchers have studied emotion in a wider framework of private states [12].
Wiebe et al. [20] worked on the manual annotation of private states including
emotions, opinions, and sentiment in a 10,000-sentence corpus (the MPQA corpus) of
news articles. Expressions of emotions in text have also been studied within the
Appraisal Framework [5], a functional theory of the language used for conveying
attitudes, judgments and emotions [15, 19]. Neither of these frameworks deals
exclusively with emotion, the focus of this paper.

In a work focused on learning specific emotions from text, Alm et al. [1] have
explored automatic classification of sentences in children's fairy tales according to the
basic emotions identified by Ekman [3]. The data used in their experiments was
manually annotated with emotion information, and is targeted for use in a text-to-
speech synthesis system for expressive rendering of stories. Read [14] has used
acorpus of short stories, manually annotated with sentiment tags, in automatic
emotion-based classification of sentences. These projects focus on the genre of
fiction, with only sentence-level emotion annotations; they do not identify emotion
indicators within a sentence, as we do in our work.

In other related work, Liu et al. [4] have utilized real-world knowledge about affect
drawn from a common-sense knowledge base. They aim to understand the semantics
of text to identify emotions at the sentence level. They begin with extracting from the
knowledge base those sentences that contain some affective information. This
information is utilized in building affective models of text, which are used to label
each sentence with a six-tuple that corresponds to Ekman's six basic emotions [3].
Neviarouskaya et al. [8] have also used a rule-based method for determining Ekman’s
basic emotions in the sentences in blog posts.

Mihalcea and Liu [6] have focused in their work on two particular emotions —
happiness and sadness. They work on blog posts which are self-annotated by the blog
writers with happy and sad mood labels. Our work differs in the aim and scope from
those projects: we have prepared a corpus annotated with rich emotion information
that can be further used in a variety of automatic emotion analysis experiments.

3 The Emotion Annotation Task

We worked with blog posts we collected directly from the Web. First, we prepared
a list of seed words for six basic emotion categories proposed by Ekman [3]. These
categories represent the distinctly identifiable facial expressions of emotion —
happiness, sadness, anger, disgust, surprise and fear. We took words commonly used

CLINNT CLINNT3

in the context of a particular emotion. Thus, we chose “happy”, “enjoy”, “pleased” as
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seed words for the happiness category, “afraid”, ‘“‘scared”, “panic” for the fear
category, and so on. Next, using the seed words for each category, we retrieved blog
posts containing one or more of those words. Table 1 gives the details of the datasets
thus collected. Sample examples of annotated text appear in Table 2.

Table 1. The details of the datasets

Dataset # posts | # sentences Collected using seed words for
Ec-hp 34 848 Happiness

Ec-sd 30 884 Sadness

Ec-ag 26 883 Anger

Ec-dg 21 882 Disgust

Ec-sp 31 847 Surprise

Ec-fr 31 861 Fear

Total 173 5205

Table 2. Sample examples from the annotated text

I have to look at life in her perspective, and it would break anyone’s heart.
(sadness, high)

We stayed in a tiny mountain village called Droushia, and these people brought
hospitality to incredible new heights. (surprise, medium)

But the rest of it came across as a really angry, drunken rant. (anger, high)

And I realllllly want to go to Germany — dang terrorists are making flying
overseas all scary and annoying and expensive though!! (mixed emotion, high)

I hate it when certain people always seem to be better at me in everything they
do. (disgust, low)

Which, to be honest, was making Brad slightly nervous. (fear, low)

Emotion labeling is reliable if there is more than one judgment for each label. Four
judges manually annotated the corpus; each sentence was subject to two judgments.
The first author of this paper produced one set of annotations, while the second set
was shared by the three other judges. The annotators received no training, though they
were given samples of annotated sentences to illustrate the kind of annotations
required. The annotated data was prepared over a period of three months.

The annotators were required to label each sentence with the appropriate emotion
category, which describes its affective content. To Ekman's six emotions [3], we
added mixed emotion and no emotion, resulting in eight categories to which a sentence
could be assigned. While sentiment analysis usually focuses on documents, this
work’s focus is on the sentence-level analysis. The main consideration behind this
decision is that there is often a dynamic progression of emotions in the narrative texts
found in fiction, as well as in the conversation texts and blogs.

The initial annotation effort suggested that in many instances a sentence was found
to exhibit more than one emotion — consider (1), for example, marked for both
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happiness and surprise. Similarly, (2) shows how more than one type of emotion can
be present in a sentence that refers to the emotional states of more than one person.

(1) Everything from trying to order a baguette in the morning to asking directions
or talking to cabbies, we were always pleasantly surprised at how open and
welcoming they were.

(2) T felt bored and wanted to leave at intermission, but my wife was really
enjoying it, so we stayed.

We also found that the emotion conveyed in some sentences could not be attributed to
any basic category, for example in (3). We decided to have an additional category
called mixed emotion to account for all such instances. All sentences that had no
emotion content were to be assigned to the no emotion category.

(3) It's like everything everywhere is going crazy, so we don't go out any more.

In the final annotated corpus, the no emotion category was the most frequent. It is
important to have no emotion sentences in the corpus, as both positive and negative
examples are required to train any automatic analysis system. It should also be noted
that in both sets of annotations a significant number of sentences were assigned to the
mixed emotion category, justifying its addition in the first place.

The second kind of annotations involved assigning emotion intensity (high,
medium, or low) to all emotion sentences in the corpus, irrespective the emotion
category assigned to them. No intensity label was assigned to the no emotion
sentences. A study of emotion intensity can help recognize the linguistic choices
writers make to modify the strength of their expressions of emotion. The knowledge
of emotion intensity can also help locate highly emotional snippets of text, which can
be further analyzed to identify emotional topics. Intensity values can also help
distinguish borderline cases from clear cases [20], as the latter will generally have
higher intensity.

Besides labeling the emotion category and intensity, the secondary objective of the
annotation task was to identify spans of text (individual words or strings of
consecutive words) that convey emotional content in a sentence. We call them
emotion indicators. Knowing them could help identify a broad range of affect-bearing
lexical tokens and possibly, syntactic phrases. The annotators were permitted to mark
in a sentence any number of emotion indicators of any length.

We considered several annotation schemes for emotion indicators. First we thought
to identify only individual words for this purpose. That would simplify calculating the
agreement between annotation sets. We soon realized, however, that individual words
may not be sufficient. Emotion is often conveyed by longer units of text or by
phrases, for example, the expressions “can't believe” and “blissfully unaware” in (4).
It would also allow the study of the various linguistic features that serve to emphasize
or modify emotion, as the use of word “blissfully” in (4) and “little” in (5).

(4) I can't believe this went on for so long, and we were blissfully unaware of it.
(5) The news brought them little happiness.
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4 Measuring Annotation Agreement

The interpretation of sentiment information in text is highly subjective, which leads to
disparity in the annotations by different judges. Difference in skills and focus of the
judges, and ambiguity in the annotation guidelines and in the annotation task itself
also contribute to disagreement between the judges [11]. We seek to find how much
the judges agree in assigning a particular annotation by using metrics that quantify
these agreements.

First we measure how much the annotators agree on classifying a sentence as an
emotion sentence. Cohen's kappa [2] is popularly used to compare the extent of
consensus between judges in classifying items into known mutually exclusive
categories. Table 3 shows the pair-wise agreement between the annotators on
emotion/non-emotion labeling of the sentences in the corpus. We report agreement
values for pairs of annotators who worked on the same portion of the corpus.

Table 3. Pair-wise agreement in emotion/non-emotion labeling

a<b aec a—d average
Kappa 0.73 0.84 0.71 0.76

Table 4. Pair-wise agreement in emotion categories

Category a—b aoc a—d average
happiness 0.76 0.84 0.71 0.77
sadness 0.68 0.79 0.56 0.68
anger 0.62 0.76 0.59 0.66
disgust 0.64 0.62 0.74 0.67
surprise 0.61 0.72 0.48 0.60
fear 0.78 0.80 0.78 0.79
mixed emotion 0.24 0.61 0.44 0.43

Within the emotion sentences, there are seven possible categories of emotion to
which a sentence can be assigned. Table 4 shows the value of kappa for each of these
emotion categories for each annotator pair. The agreement was found to be highest for
fear and happiness. From this, we can surmise that writers express these emotions in
more explicit and unambiguous terms, which makes them easy to identify. The mixed
emotion category showed least agreement which was expected, given the fact that this
category was added to account for the sentences which had more than one emotions,
or which would not fit into any of the six basic emotion categories.

Agreement on emotion intensities can also be measured using kappa, as there are
distinct categories — high, medium, and low. Table 5 shows the values of inter-
annotator agreement in terms of kappa for each emotion intensity. The judges agreed
more when the emotion intensity was high; agreement declined with decrease in the
intensity of emotion. It is a major factor in disagreement that where one judge
perceives a low-intensity, another judge may find no emotion.
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Table 5. Pair-wise agreement in emotion intensities

Intensity a<b aec a—d average
High 0.69 0.82 0.65 0.72
Medium 0.39 0.61 0.38 0.46
Low 0.31 0.50 0.29 0.37

Emotion indicators are words or strings of words selected by annotators as marking
emotion in a sentence. Since there are no predefined categories in this case, we cannot
use kappa to calculate the agreement between judges. Here we need to find agreement
between the sets of text spans selected by the two judges for each sentence.

Several methods of measuring agreement between sets have been proposed. For
our task, we chose the measure of agreement on set-valued items (MASI), previously
used for measuring agreement on co-reference annotation [10] and in the evaluation
of automatic summarization [11]. MASI is a distance between sets whose value is
1 for identical sets, and O for disjoint sets. For sets A and B it is defined as:

MASI =J * M, where the Jaccard metric is

J=IAnBI/1AUBI

and monotonicity is

l,ifA=B

2/3,if Ac BorBcC A

1/3,if AnB#¢,A—-B#¢,and B— A +# ¢
0,f AnB=¢

If one set is monotonic with respect to another, one set's elements always match those
of the other set — for instance, in annotation sets {crappy} and {crappy, best} for (6).
However, in non-monotonic sets, as in {crappy, relationship} and {crappy, best},
there are elements not contained in one or the other set, indicating a greater degree of
disagreement. The presence of monotonicity factor in MASI therefore ensures that the
latter cases are penalized more heavily than the former.

While looking for emotion indicators in a sentence, often it is likely that the judges
may identify the same expression but differ in marking text span boundaries. For
example in sentence (6) the emotion indicator identified by two annotators are
“crappy” and ‘“crappy relationship”, which essentially refer to the same item, but
disagree on the placement of the span boundary. This leads to strings of varying
lengths. To simplify the agreement measurement, we split all strings into words to
ensure that members of the set are all individual words. MASI was calculated for each
pair of annotations for all sentences in the corpus (see Table 6).

(6) We've both had our share of crappy relationship, and are now trying to be the
best we can for each other.

We adopted yet another method of measuring agreement between emotion indicators.
It is a variant of the IOB encoding [13] used in text chunking and named entity
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recognition tasks. We use IO encoding, in which each word in the sentence is labeled
as being either In or Outside an emotion indicator text span, as shown in (7).

(7) Sorry/l for/O the/O ranting/I post/O, but/O I/O am/O just/O really/l
annoyed/I.

Binary IO labeling of each word in essence reduces the task to that of word-level
classification into non-emotion and emotion indicator categories. It follows that kappa
can now be used for measuring agreement; pair-wise kappa values using this method
are shown in Table 6. The average kappa value of 0.66 is lower than that observed at
sentence level classification. This is in line with the common observation that
agreement on lower levels of granularity is generally found to be lower.

Table 6. Pair-wise agreement in emotion indicators

Metric a—b acoc | aod average
MASI 0.59 0.66 | 0.59 0.61
Kappa 0.61 0.73 | 0.65 0.66

5 Automatic Emotion Classification

Our long-term research goal is fine-grained automatic classification of sentences on
the basis of emotion categories. The initial focus is on recognizing emotional
sentences in text, regardless of their emotion category. For this experiment, we
extracted all those sentences from the corpus for which there was consensus among
the judges on their emotion category. This was done to form a gold standard of
emotion-labeled sentences for training and evaluation of classifiers. Next, we assigned
all emotion category sentences to the class “EM”, while all no emotion sentences
were assigned to the class “NE”. The resulting dataset had 1466 sentences belonging
to the EM class and 2800 sentences belonging to the NE class.

5.1 Feature Set

In defining the feature set for automatic classification of emotional sentences, we
were looking for features which distinctly characterize emotional expressions, but are
not likely to be found in the non-emotional ones. The most appropriate features that
distinguish emotional and non-emotional expressions are obvious emotion words
present in the sentence. To recognize such words, we used two publicly available
lexical resources — the General Inquirer [16] and WordNet-Affect [17].

The General Inquirer (GI) is a useful resource for content analysis of text. It
consists of words drawn from several dictionaries and grouped into various semantic
categories. It lists different senses of a term and for each sense it provides several tags
indicating the different semantic categories it belongs to. We were interested in the
tags representing emotion-related semantic categories. The tags we found relevant are
EMOT (emotion) — used with obvious emotion words; Pos/Pstv (positive) and
Neg/Ngtv (negative) — used to indicate the valence of emotion-related words; Intrj
(interjections); and Pleasure and Pain.
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WordNet-Affect (WNA) assigns a variety of affect labels to a subset of synsets in
WordNet. We utilized the publicly available lists® extracted from WNA, consisting of
emotion-related words. There are six lists corresponding to the six basic emotion
categories identified by Ekman [3].

Beyond emotion-related lexical features, we note that the emotion information in
text is also expressed through the use of symbols such as emoticons and punctuation
(such as “!”). We, therefore, introduced two more features to account for such
symbols. All features are summarized in Table 7 (the feature vector represented
counts for all features).

Table 7. Features Used in emotion classification

GI Features WN-Affect Features | Other Features
Emotion words Happiness words Emoticons

Positive words Sadness words Exclamation (“!””) and
Negative words Anger words question (““?”’) marks
Interjection words | Disgust words

Pleasure words Surprise words

Pain words Fear words

5.2 Experiments and Results

For our binary classification experiments, we used Naive Bayes, and Support Vector
Machines (SVM), which have been popularly used in sentiment classification tasks
[6, 9]. All experiments were performed using stratified ten-fold cross validation. The
naive baseline for our experiments was 65.6%, which represents the accuracy
achieved by assigning the label of the most frequent class (which in our case is NE) to
all the instances in the dataset. Each sentence was represented by a 14-value vector,
representing the number of occurrences of each feature type in the sentence. Table 9
shows the classification accuracy obtained with the Naive Bayes and SVM text
classifiers. The highest accuracy achieved was 73.89% using SVM, which is higher
than the baseline. The improvement is statistically significant (we used the paired
t-test, p=0.05).

To explore the contribution of different feature groups to the classification
performance, we conducted experiments using (1) features from GI only, (2) features
from WordNet-Affect only, (3) combined features from GI and WordNet-Affect, and
(4) all features (including the non-lexical features). We achieved the best results when

Table 8. Emotion classification accuracy

Features Naive Bayes SVM

GI 71.45% 71.33%
WN-Affect 70.16% 70.58%
GI+WN-Affect 71.7% 73.89%
ALL 72.08 % 73.89 %

3 http://www.cse.unt.edu/~rada/affectivetext/data/WordNetAffectEmotionLists.tar.gz
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all the features were combined. While the use of non-lexical features does not seem to
affect results of SVM, it did increase the accuracy of the Naive Bayes classifier. This
suggests that a combination of features is needed to improve emotion classification
results.

The results of the automatic emotion classification experiments show how external
knowledge resources can be leveraged in identifying emotion-related words in text.
We note, however, that lexical coverage of these resources may be limited, given the
informal nature of online discourse. For instance, one of the most frequent words used
for happiness in the corpus is the acronym “lol”, which does not appear in any of
these resources. In future experiments, we plan to augment the word lists obtained
from GI and WordNet-Affect with such words. Furthermore, in our experiments, we
have not addressed the case of typographical errors and orthographic features (for e.g.
“soo sweeet”) that express or emphasize emotion in text.

We also note that the use of emotion-related words is not the sole means of
expressing emotion. Often a sentence, which otherwise may not have an emotional
word, may become emotion-bearing depending on the context or underlying semantic
meaning. Consider (8), for instance, which implicitly expresses fear without the use
of any emotion bearing word.

(8)  What if nothing goes as planned?

Therefore to be able to accurately classify emotion, we need to do contextual and
semantic analysis as well.

6 Conclusion and Future Work

We address the problem of identifying expressions of emotion in text. We describe
the task of annotating sentences in a blog corpus with information about emotion
category and intensity, as well as emotion indicators. An annotation agreement study
shows variation in agreement among judges for different emotion categories and
intensity. We found the annotators to agree most in identifying instances of fear and
happiness. We found that agreement on sentences with high emotion intensity
surpassed that on the sentences with medium and low intensity. Finding emotion
indicators in a sentence was found to be a hard task, with judges disagreeing in
identifying precisely the spans of text that indicate emotion in a sentence.

We also present the results of automatic emotion classification experiments, which
utilized knowledge resources in identifying emotion-bearing words in sentences. The
accuracy is 73.89%, significantly higher than our baseline accuracy.

This paper described the first part of an ongoing work on the computational
analysis of expressions of emotions in text. In our future work, we will use the
annotated data for fine-grained classification of sentences on the basis of emotion
categories and intensity. As discussed before, we plan to incorporate methods for
addressing the special needs of the kind of language used in online communication.
We also plan on using a corpus-driven approach in building a lexicon of emotion
words. In this direction, we intend to start with the set of emotion indicators identified
during the annotation process, and further extend that using similarity measures.
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Abstract. Embodied Conversational Agent (ECA) is the user interface metaphor
that allows to naturally communicate information during human-computer inter-
action in synergic modality dimensions, including voice, gesture, emotion, text,
etc. Due to its anthropological representation and the ability to express human-
like behavior, ECAs are becoming popular interface front-ends for dialog and
conversational applications. One important prerequisite for efficient authoring of
such ECA-based applications is the existence of a suitable programming language
that exploits the expressive possibilities of multimodally blended messages con-
veyed to the user. In this paper, we present an architecture and interaction lan-
guage ECAF, which we used for authoring several ECA-based applications. We
also provide the feedback from usability testing we carried for user acceptance of
several multimodal blending strategies.

1 Introduction

Natural interactions involve both verbal and non-verbal communication acts. In this pa-
per, we introduce the ECA authoring language, called ECAF (Embodied Conversational
Agent Facade), which focuses on the needs of developers that build multimodal applica-
tions with ECA-based interfaces. We followed the user-centered design approach when
designing the ECAF language, and many features that exist in the language had been
added based on the direct developers feedback. The developer requirements were thus
important guidance leading the language expressive capabilities and the ability to oper-
ate the avatar at real-time, rather then relying on the pre-computed animated behavior.

To make the 3D avatar believable it is important for it to express certain human
quality such as personality, affectiveness, sympathy, naturalness, etc. Some of these
qualities can be expressed using straightforward algorithmic means, e.g. adding Perlin
noise to the head movement in the idle state as described later. As user-centered design
was the main driving point of the project, the paper also summarizes the developer and
user feedback on the applications developed in ECAF.

1.1 Background

The authoring environment for avatar-based applications is fragmented, and the re-
searchers tend to develop their own languages. The existing languages tend to fall to
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different categories of abstractions, accenting the respective design priorities that the
authors were following in support of their projects. One class of languages supports the
modeling of human behavior at the very high level, such as Human Markup Language
[4]. HML is backed-up by the Internet repository system and a set of tools, that tags
various verbal and non-verbal communication cues used in human-to-human interac-
tions. Its complex design makes it difficult for authors to get down to the level of plain
animation when needed.

What seems to be the prevailing concept in ECA language design is the notion of
independent communication channels. These channels, such as head, speech, gestures,
body, expressions, etc. are mixed and matched to a multimodal communication act that
the avatar as the “anthropological” output device delivers to the user. Examples of lan-
guages supporting the channel mixing concept include VHML [11], SMILE-AGENT
[7] and RRL [9].

The Web application domain has brought its own set of XML-based languages that
help Web page designers enhance human-machine interaction experience. Multimodal
Presentation Mark-up Language (MPML) [6] builds on the body of the Microsoft Agent
to create predefined animation sequences. Behavior Expression Animation Toolkit
(BEAT) [[I]] processes the XML input description in the form of a tree containing both
verbal and non-verbal signals, to produce the synchronized animated sequence on the
output.

Most of these languages and toolkits tend to split the application authoring task into
(a) off-line step for pre-processing and (b) the real-time step of running the preprocessed
animations. This comes with the implicit disadvantage, that the animations are realized
on the closed set of pre-computed behaviors. The ECAF language and toolkit we pro-
pose in this paper is designed for direct runtime processing and is thus able to react to
the dynamically evolving applications context that involves combination of behaviors
not foreseen during the animation design.

2 The ECAF Architecture

The basic concept of the architecture design of the ECAF framework is the client-server
communication paradigm (see Fig.[I). The server listens on specific network port and
receives commands through a bi-directional communication link, mainly exercising two
ECAF commands — ACT and SPEAK, which we describe in more detail in Section 3
The client controls the behavior of the avatar by connecting to the server and sending
a stream of ACT and SPEAK commands performed in real-time. In our case we use
ChiliX [2] library for transporting commands through TCP/IP network.

At the heart of the talking head server is the open-source Expression toolkit [3]],
which we have significantly modified to match it up with the ECAF language capabil-
ities. This toolkit renders and controls the 3D head model. It displays the head model
with aid of OpenGL system [10]. Movements of the face are simulated by the model of
human muscles. These muscles are controlled by parameters in the Expression toolkit.

Since the ECAF avatar supports lip-synchronization, we incorporated the support for
IBM eViaVoice Text-To-Speech engine [5]]. The synthesizer outputs various speech pa-
rameters during synthesis, from which we use the phoneme sequences that we translate
to visemes used for lip synchronization.
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Fig. 1. System architecture and examples of talking head expressions

Random Movements of the Head. To achieve realistic dynamic appearance of the
avatar, we implemented random movements of the head. These movements are gen-
erated by 1-dimensional Perlin noise generator [8]]. Perlin generator is a function that
adds controllable pseudo-random noise to the avatar head’s movement. Based on user
feedback, we tuned the Perlin noise generator to obtain pretty realistic appearance of
the head. The level of Perlin noise is a configurable parameter that can be set by the
application designer.

3 ECAF Language

In this section, we present the ECAF Language, scripting and controlling language for
authoring applications based on synthetic avatars (Talking Heads). The ECAF is de-
signed with the user-center design approach, where most of the features are responding
to direct needs of developers. We intended to design markup based language with fast
learning curve, real-time performance, and built-in extensibility to support future avatar
functionalities.

Realtime Behavior Control. As already indicated, the talking head could be controlled
through two basic control elements — the ACT and SPEAK. With the aid of the ACT
command, we immediately change the appearance and behavior of the Talking Head.
For example, we can send command to turn head 20 degrees right, which results in
real-time response showing the animation of turning head.

The SPEAK command is closely connected to the speech synthesizer. It prescribes
the utterance which is sent to the synthesizer and the head shows individual visemed]
as this utterance is synthesized and played through a sound card. By these two

! The approximation of lips and face shape that corresponds to the phoneme.
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Table 1. Communication channels supported by ECAF

Metachannels Communication channel Affected by

speech voice <speak>

head turning <gesture head angle="">

eyes pointing <gesture eye horiz="" eye vert="">

face expression <gesture expr="" expr scale="">
visual background picture <gesture background="">

text window <text>and <gesture text="">

head size <gesture zoom="">

head position <gesture head x="" head y="">

body posture <gesture posture="">

high-level commands we are able to cover many of the communication channels sup-
ported by ECAF as depicted in Table 1l

The ACT command. The ACT command is realized by the XML <act> element.
The ACT command has only one XML element child. Action carried by this com-
mand is specified by one of these elements: <text>, <stop> <start capture>,
<stop capture>, <gesture>.

<text> element. As the talking head is a multimodal application, we need support
for showing textual output. Such a plain text is only child of a <text> element. The
toolkit displays a rectangle window near the head and writes the text into this window.
New line is marked by the $ symbol. For example, displaying the text: “Traffic jam
«— Nuselsky most”, is realized by issuing the command: <act><text>Traffic
jamSNuselsky most</text></act>

<stop> element. When this command is received by the talking head, it tries to
immediately stop the synthesisE. The head will also return into the neutral position and
display the default expression.

<start capture> and <stop capture> elements are used for capturing
video and audio track of the real-time animations for debugging and archiving
purposes.

<gesture> element is the most complex element in our language. It controls sev-
eral talking head channels including movements and expressions. These channels are
affected by attributes and attribute’s value of this element. As there are nine indepen-
dent communication channels supported by the ECAF talking head, the gesture element
can contain these attributes:

1. head angle — Integer attribute value which represents the angle of a head turning in
the horizontal plane.

2. eye horiz — Integer attribute value which drives the talking head eyes turning in the
horizontal plane.

3. eye vert — This attribute which has the same meaning as parameter eye vert, but in
the vertical plane.

% Immediately means in the case of IBM eViaVoice synthesizer after next word.



210 L. Kunc and J. Kleindienst

10.

expr — A value of the expr parameter is string from the table of supported face
expressions. The head will show up this expression. Expression strings are for ex-
ample: neutral, smile, anger, . ...

expr scale — A floating point number that depicts a scale of an expression. Number
1.0 represents full expression, while 0.0 displays no expression. The parameter
expr scale must be used only in combination with the expr parameter.

idle — A string from the table of the idle movements that turns on the idle movement
of the head. For example, FlyOut means that the talking head will start an animation
of the head disappearing in the perspective.

. background — The attribute contains the name of the image file to be loaded as the

window background.

text — Text child has the same meaning as the <text> element.

zoom — This attribute takes in a floating point number that denotes the zoom of the
head. This allows to make the head bigger or smaller depending on the application
scenario.

head x and head y — These parameters control the position of the head in the win-
dow. They allow to move the head over the background image onto the desired
coordinates depending on the application scenario.

<ecaf>

</ecaf>

<speak src="helloworld.wav">
<phoneme time="0.611">E</phoneme>
<phoneme time="0.787">1</phoneme>
<phoneme time="0.845">0</phoneme>
<gesture head_angle="15">
<phoneme time="0.925">w</phoneme>
<phoneme time="1.06">r</phoneme>
<phoneme time="1.170">1</phoneme>
<phoneme time="1.252">d</phoneme>
</gesture>
</speak>

Example 1. Speech recorded in a sound file scenario example

The SPEAK command. The SPEAK command is encoded by the elements <speak>
and </speak>. Its content is the text to be spoken. This text is send to the speech syn-
thesizer which produced the artificial speech delivered in realtime. The movements of
avatar lips are synchronized with this speech. The SPEAK command can be combined
with the <gesture> element (and all it’s options) to modify the appearance of the
head during the speech.

There is an alternate way how the developers can utilize the SPEAK channel. In

case they need to lip-synchronize on the pre-recorded sound (such as .wav file), the
<speak> element will contain the name of a file as the attribute. The utterance will
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be represented by phoneme elements with a value of the phoneme including the time
stamp of the beginning of this phoneme. You can see small illustration in Example[]l

Scenario Script. So far we have shown how the client application sends the SPEAK and
ACT commands to the talking head server according to the application state. For testing
purposes, and also for creation of static demo applications, it is possible to write the se-
quence of ECAF commands into an XML script file. Such a script is rooted within the
<ecaf> and </ecaf> elements, which contains the sequence of <speak>, <act>
and <sleep> elements. The <sleep> element is the execution command parameter-
ized by the floating point number. The client program that reads scenario script file will
stop sending next command for the time of seconds specified by the <s1leep> element.
The demonstration of the scenario files is presented in Examples[Iand 2l

<ecaf>
<speak>Hello everybody!</speak>
<speak>How are you?<gesture expr="smile" expr_scale="0.8">
I am fine.</gesture>Now I will turn eyes and head
<gesture eye_vert="20"> I see the
<gesture head_angle="-25" persistent="true" />top.</gesture>
</speak>
<speak><gesture head_angle="0" persistent="true" />I will turn
head and <gesture expr="smile">
give you smile. <gesture head_angle="25">Look at me now!
I am flexible.</gesture></gesture>
</speak>
<speak>I can show you, how I can <gesture expr="smile">mix
expressions. <gesture expr="left blink">
It’s hard but it works</gesture></gesture>
</speak>
<act><gesture idle="LookAndSleep" persistent="true" /></act>
<act><text>I'm sleeping$just now</text></act>
</ecaf>

Example 2. Text-To-Speech scenario example

4 Case Studies

While developing the current ECAF toolkit, several student projects were using ECAF
for authoring in parallel to provide direct developer feedback. We outline several sample
applications in this section. Each application has undergone the usability testing, which
results we briefly summarize in conclusion.

Talking Head as Virtual Secretary. In this application, the talking head as a virtual
secretary welcomes the user in the morning, highlights important information about
a coming day, cautions about incoming calls and visits, about duties and meetings,
about lunch time, etc. Using the ECAF expression means, the developers implemented
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two secretary personas — one very temperament with expressive behavior and one that
was strict and conservative.

Weather Forecast. Here the avatar moved over a forecast map to highlight the respec-
tive weather patterns. The data for weather forecasting was retrieved from the RSS
weather feeds. Through the usability testing the goal was to find a proper and entertain-
ing mix of speech, expressions, text and background images.

Fig. 2. Weather forecast and text window scenario

Recipe Reader. The task was to model the avatar as the recipe reader and the kitchen
wizard. The talking head presented recipes, e.g. the recipe of a garlic soup and advised
the cook on the respective steps during the soup preparation. The usability testing was to
answer whether the spoken information is sufficient or if the avatar should also display
the text of the recipe.

5 Conclusion

The proliferation of animated characters can be boosted by the existence of effective
programming languages and architectures supporting real-time generation of behavior
based on the higher-level expressive concepts. In this paper we have introduced such a
system called ECAF, which development was propelled by the needs of avatar applica-
tion developers.

The ECAF language builds on the concept of blended communication channels, that
comprise the multimodal communication acts rendered to the user at real-time. We
accent effectiveness, practicability, and extensibility as the key requisites of the ECAF
language design.

Many applications have been already designed using ECAF, out of which we sket-
ched a few. It turns out that it is good to keep the modal blending possibilities wide
(ECAF supports nine channels), as the application authors are to decide the proper
modality mix, given the target set of users, the environment, and the occasion. This is
especially important, as our usability testing confirms the basic existence of two dis-
tinct user personas: one group tends to enjoy emotional and very lively avatars, while
the other group requests presentation of facts without emotions and with the conserva-
tive behavior. The toolkits must be able to effectively support both.
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Abstract. This paper reports on the evaluation of a system that allows the use
of spoken queries to retrieve information from a textual document collection.
First, a large vocabulary continuous speech recognizer transcribes the spoken
query into text. Then, an information retrieval engine retrieves the documents rel-
evant to that query. The system works for Spanish language. In order to increase
performance, we proposed a two-pass approach based on dynamic adaptation of
language models. The system was evaluated using a standard IR test suite from
CLEF. Spoken queries were recorded by 10 different speakers. Results showed
that the proposed approach outperforms the baseline system: a relative gain in
retrieval precision of 5.74%, with a language model of 60,000 words.

1 Introduction

Using the web to access information is becoming mainstream. People are used to access
the world wide web using a personal computer. Moreover, when users access the web,
searching is usually the starting point. As more information becomes available, better
information retrieval technology is required.

There is also a proliferation of mobile devices that allow access to the web anytime
and everywhere. However, their user interface is limited by small displays and input
devices (keypad or stylus). Speech can be used to overcome those limitations and pro-
vide a more usable interaction. Furthermore, using speech as the input to an informa-
tion retrieval engine is a natural and effective way of searching information in a mobile
environment.

This paper reports on the evaluation of a system that allows users to search informa-
tion using spoken queries. The front end is a large vocabulary continuous speech reco-
gnizer (LVCSR) which transcribes the query from speech to text and puts it through an
information retrieval (IR) engine to retrieve the set of documents relevant to that query.
A two-pass approach is proposed in order to increase performance over the baseline
system. In the first pass a set of documents relevant to the query are retrieved and used
to dynamically adapt the language model (LM). In the second pass the adapted language
model is used and the list of documents is presented to the user. The system is designed
for Spanish language. The performance of the system was evaluated using a test suite
from CLEF, which is an evaluation forum similar to TREC. We recorded 10 speakers
reading the queries. Results of different experiments showed that the proposed approach

* This work has been partially supported by Consejeria de Educacién de la Junta de Castilla
y Leon under project number VA0OS3A05.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 214-2211 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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outperforms the baseline system. We report a relative reduction in OOV word rate of
15.21%, a relative reduction in WER of 6.52% and a relative gain in retrieval precision
of 5.74%, with a LM of 60,000 words.

The structure of the paper is as follows: Section 2 presents some related work; Sec-
tion 3 explains the system in detail; Section 4 describes the experiments and the analysis
of results; in Section 5 we discuss about factors that affect system performance; con-
clusions and future work are presented in Section 6.

2 Related Work

This is the first work, to our knowledge, on speech driven information retrieval for
Spanish language. Experiments for other languages have been reported in the bibliog-
raphy. All the experiments employed a similar methodology: a standard IR test suite
(designed to evaluate IR systems using text queries) was used; some speakers reading
the queries were recorded; finally, system performance was evaluated and compared
with the results obtained using text queries.

First experiments in speech driven information retrieval were described in [}, for
English language. Results showed that increasing WER reduces precision and that long
spoken queries are more robust to speech recognition errors than short ones. A system
designed for mobile devices was presented in [2]], and several experiments in Chinese
were reported. Retrieval performance on mobile devices with high-quality microphones
(for example PDA) was satisfactory, although the performance over cellular phone was
significantly worse. Some experiments in Japanese were presented in [3]]. The perfor-
mance of the system was improved using the target document collection for language
modeling and a bigger vocabulary size. More experiments with the same test collec-
tion were described in [4]. Techniques for combining outputs of multiple LVCSRs were
evaluated and improvement in speech recognition and retrieval accuracies was achieved.

3 System Description

The objective of the system is to retrieve all the documents relevant to a given spoken
query. The system is based on a two-pass strategy, as shown in Fig.[Il In the first pass,
the spoken query made by the user is transcribed into text by the speech recognizer,
using a general LM. Next, a list of documents relevant to that query are retrieved by
the information retrieval engine. Then, using those documents, a dynamic adaptation
of the LM is carried out. In the second pass, the speech recognizer uses the adapted
LM instead of the general LM. Finally, the list of documents relevant to the query is
obtained and presented to the user. In the following sections we describe in detail each
component of the system.

3.1 Speech Recognition

We used SONIC, a large vocabulary continuous speech recognizer from the Univer-
sity of Colorado [3]]. It is based on continuous density hidden Markov model (HMM)
technology and implements a two-pass search strategy using token-passing based recog-
nition. We trained acoustic and language models for Spanish language.
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Acoustic models were triphone HMMs with associated gamma probability density
functions to model state durations. Standard feature extraction was used: 12 Mel Fre-
quency Cepstral Coefficients (MFCC) and normalized log energy, along with the first
and second order derivatives. We used Albayzin corpus to train gender independent
acoustic models [6] (13,600 sentences read by 304 speakers).

Word based trigram language models were created, with three different vocabulary
sizes: 20,000, 40,000 and 60,000 words. To train the general LM (used in the first
pass), the target document collection was used because this can result in an adaptation
of the LVCSR to the given task and provides better system performance [3]]. EFE94
document collection is composed of one year of newswire news (511 Mb) and has
406,762 different words. The vocabulary was created selecting the most frequent words
found in the documents. We used SRILM statistical language modeling toolkit [[7], with
Witten Bell discounting.

3.2 Information Retrieval

We used a modified version of an information retrieval engine developed for Spanish
language [8]]. It is based on the vector space model and on term frequency-inverse doc-
ument frequency (TF-IDF) weighting scheme. We also used a stop word list to remove
function words and a stemming algorithnﬂ to reduce the dimensionality of the space.

! Snowball stemmer: http://snowball.tartarus.org
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The similarity of a query g with each document d; in the document collection is
calculated as follows:

sim(d;,q) = Zwm X Wy q (1
treq
N
wr; = (1 4+ log(tfri)) x log (dfr) ()
N
wr,q = log (df ) 3

where w;. ; is the weight of the term ¢,. in the document d;; w, 4, denotes the weight of
the term ¢, in the query gq; t f,. ; represents the frequency of the term ¢, in the document
d;; df,- denotes the number of documents in the collection that contain the term ¢,; NV
is the total number of documents in the collection.

3.3 Language Model Adaptation

The system dynamically adapts the LM to the query made by the user. A two-pass
strategy is applied: in the first pass, a general LM is used for speech recognition and the
documents retrieved are used to train an adapted LM; in the second pass, the adapted
LM is used to obtain the final list of documents. We compared two different approaches
to create the adapted language model:

— Topic LM: a LM trained using the 1000 documents obtained in the first pass. The
vocabulary was built selecting the most frequent words found in that documents.

— Interpolated LM: a combination of the general LM and the topic LM. Because of
the limited amount of data available to train the topic LM, we decided to merge it
with the general LM. Linear interpolation was employed to combine both models.
The interpolation coefficient was computed using the EM algorithm (training data
was divided into two portions: one was used to train the topic LM and the other was
used to estimate the interpolation coefficient). The vocabulary was built as follows:
first, words from the adaptation data were selected based on frequency; second, if
the desired vocabulary size was not reached, words from the general corpus were
added, based also on frequency.

4 Experiments

We measured the performance of the system using CLEF 2001, a standard IR test suite.
CLEF organizes evaluation campaigns in a similar way to TREC. Its aim is to develop
an infrastructure for the testing and evaluation of information retrieval systems operat-
ing on European languages, under standard and comparable conditions [9].

In the following sections we describe the experimental set-up and present the results
of the different experiments.
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4.1 Experimental Set-Up

We used CLEF 2001 Spanish monolingual IR test suite, which includes a document col-
lection, a set of topics and relevance judgments. The document collection has 215,738
documents of the year 1994 from EFE newswire agency (511 Mb). Topics simulate
user information needs and are used to build the queries. There are 49 topics and each
of them has three parts: a brief title statement, a one-sentence description and a more
complex narrative. Relevance judgments determine the set of relevant documents for
each topic, and were created using pooling techniques.

We expanded CLEF 2001 test suite to include spoken queries. We used the descrip-
tion field of each topic as query (mean length of 16 words, ranging from 5 to 33). We
recorded 10 different speakers (5 male and 5 female) reading the queries. Headset mi-
crophone was used under office conditions, at 16 bit resolution and 16 kHz sampling
frequency.

4.2 Results

Spoken queries were processed by the system and the 1000 most relevant documents
(sorted by relevance) were retrieved for each query. Mean average precision (MAP)
was calculated using relevance judgments. The same methodology of CLEF was used
to evaluate the results [9]. Results for different configurations of the system are shown
in Table [T}

— Text: results using text queries (for comparison purposes).

— General LM: results obtained in the first pass, using only the general LM (baseline
system).

— Topic LM: results obtained in the second pass, using topic LM as the adapted LM
(see Sect.[3.3).

— Interpolated LM: results obtained in the second pass, using interpolated LM as
the adapted LM (see Sect.[33).

Three different vocabulary sizes were used: 20k, 40k and 60k words. For each dif-
ferent configuration we report the out of vocabulary word rate (OOV), the word error
rate (WER) and the mean average precision (MAP).

4.3 Analysis of Results

The results of the baseline system were improved by the use of dynamically adapted
LM. There was a reduction in OOV and WER, and the reduction was larger using inter-
polated LM: a relative reduction in OOV word rate of 15.21% and a relative reduction
in WER of 6.52%, for a vocabulary of 60k words. There was an increase in MAP, but
in contrast with OOV and WER, the use of topic LM yielded to slightly better results:
arelative gain in MAP of 5.74%, for a vocabulary of 60k words.

As a possible explanation, we argue that both adapted LMs provided better estimates
than the general LM, because they were trained using documents with a semantic relat-
edness with the current query. Both adapted LMs obtained better estimates for content
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Table 1. System performance for different system configurations, using a vocabulary of 20k, 40k
and 60k words (OOV: out of vocabulary word rate; WER: word error rate; MAP: mean average
precision)

OOV WER MAP

Text - — 04475
20k general LM 6.77% 24.2% 0.3013
20k topic LM 3.27% 20.3% 0.3412

20k interpolated LM 3.27% 19.6% 0.3393
40k general LM 2.81% 19.0% 0.3267
40k topic LM 2.38% 18.9% 0.3557
40k interpolated LM 2.08% 17.8% 0.3534
60k general LM 2.17% 18.4% 0.3412
60k topic LM 2.36% 18.5% 0.3608
60k interpolated LM 1.84% 17.2% 0.3591

words, which affected retrieval performance. However, interpolated LM also provided
better estimates for function words (the reason for the reduction in WER), which had
no effect in retrieval performance.

Experiments with different vocabulary sizes showed that adapted LM improved per-
formance in all cases. Better absolute results were obtained with a vocabulary of 60k
words and higher relative increase with a vocabulary of 20k words. As an interesting
result, the performance using 20k topic LM (two-pass strategy) was equivalent to the
performance of 60k general LM (one-pass).

We also analyzed the results of each individual query. Most of the queries had small
loss of precision while some queries had high loss of precision. It means that in general
queries did well, but there were some that did badly.

Table 2. Comparison between systems in the state of the art and our system (MAP-T: mean av-
erage precision using text queries; MAP-S: mean average precision using spoken queries; Ploss:
loss in MAP of spoken queries compared with text queries)

Test Suite MAP-T MAP-S Ploss
Barnett TIPSTER 0.3465 0.3020 12.84%
Chang TREC-5 0.3580 0.2570 28.21%
TREC-6 0.4890 0.4630 5.32%
Fujii NTCIR-3 0.1257 0.0766 39.06%
Matsushita NTCIR-3 0.1181 0.0820 30.57%

Our system CLEFO1 0.4475 0.3608 19.37%

In Table [2l we compare our results with other systems. For each system, the loss
in MAP of spoken queries compared with text queries is calculated. We claim that
our system has a performance comparable with the systems in the state of the art, al-
though the comparison is not conclusive, since there are many factors that affect system
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performance: language, IR test suite, length of the queries, vocabulary size of the re-
cognizer and retrieval model of the IR engine. Moreover, there are some important dif-
ferences between our experiments and the experiments reported by other researchers.
Barnett et al. [1] used long queries (50-60 words) for the experiment, which are more
robust to speech recognition errors than shorter ones. Chang et al. [2]] used a gender
dependent LVCSR, with speaker and channel adaptation. They also reported a perfor-
mance for TREC-6 queries significantly better compared to TREC-5 queries for similar
settings of the system, but no explanation for this was reported. Fujii et al. [3] and
Matsushita et al. [4] used a larger document collection (100 Gb, about 10 million doc-
uments) which makes the task more difficult. Overall, the loss in MAP of our system is
well inside the margins of those contributions.

5 Discussion

Speech driven information retrieval is a task with an open vocabulary, and better results
are obtained with larger vocabulary language models, because of better vocabulary cov-
erage. In our experiments, when 20k LM was used, the majority of the errors were due
to OOV words. As we increased the size of the vocabulary, OOV word errors decreased
and most of the errors were regular speech recognition errors. However, increasing
vocabulary size indefinitely is impractical. We have presented an approach based on
dynamic adaptation of language models that obtains a reduction of OOV word rate, and
allows the system to improve performance without increasing the vocabulary size.

Each speech recognition error has big impact on retrieval accuracy: keywords with
important semantic content may be missing, and some relevant documents are not re-
trieved. Moreover, words not related with the query may be introduced, making the sys-
tem retrieve documents not related with the query. Surprisingly, there are some queries
that improve when speech recognition errors occur.

There is a mismatch between speech recognition and information retrieval: speech
recognition favors frequent words, because they are more likely to be said (higher prob-
ability in the LM); whereas information retrieval favors infrequent words, because they
usually carry more semantic content (using TF-IDF weighting scheme). The worst case
happens with proper nouns: they are effective query terms, but because of their low fre-
quency, they have low probability in the LM or even are not included in the vocabulary
of the speech recognizer.

6 Conclusions

In this paper we describe a system which allows the use of spoken queries to retrieve
information from a textual document collection. We used a standard IR test suite to
evaluate the performance of the system. The results showed that dynamic adaptation of
language models provided better results than the baseline system. We reported a relative
reduction in OOV word rate of 15.21%, a relative reduction in WER of 6.52% and
a relative gain in retrieval precision of 5.74% for a LM of 60,000 words.

Overall, these results are encouraging and show the feasibility of building speech
driven information retrieval systems. Although the performance was not as good as
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using text input, the system can help in overcome the limitations of mobile devices, and
can also be useful in situations where speech is the only possible modality (for example,
while driving a car).

As future work, we plan to extend the system with spoken dialog capabilities, be-
cause user interaction can provide valuable feedback to improve the retrieval process.
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Abstract. It is quite common to use feature extraction methods prior to classi-
fication. Here we deal with three algorithms defining uncorrelated features. The
first one is the so-called whitening method, which transforms the data so that
the covariance matrix becomes an identity matrix. The second method, the well-
known Fast Independent Component Analysis (FastICA) searches for orthogonal
directions along which the value of the non-Gaussianity measure is large in the
whitened data space. The third one, the Whitening-based Springy Discriminant
Analysis (WSDA) is a novel method combination, which provides orthogonal di-
rections for better class separation. We compare the effects of the above methods
on a real-time vowel classification task. Based on the results we conclude that the
WSDA transformation is especially suitable for this task.

1 Introduction

The primary goal of this paper is twofold. First we would like to deal with a unique
group of feature extraction methods, namely with the uncorrelated ones. The uncorre-
lation can be carried out by using the well-known whitening method. After whitening
among the linear transformations precisely the orthogonal ones preserve the property
that the data covariance matrix remains the identity matrix. Thus following the white-
ning process we can apply any feature extraction method, which resulted in orthogonal
feature directions. This kind of method composition in every case leads to uncorrelated
features. Among the possibilities we selected two methods from the orthogonal family.
The first one is the Fast Independent Component Analysis proposed by Hyvirinen and
Oja [8]], while the second one, recently introduced, is the Springy discriminant Analy-
sis [9]]. In this paper we investigate a version of this method combined with the white-
ning process. Our second aim here is to compare the effects of the above methods on
a speech recognition task. We try to apply them on a real-time vowel classification task,
which is one of the basic building blocks of our speech impediment therapy system
(10].

Now without loss of generality we shall assume that, as a realization of multivariate
random variables, there are n-dimensional real attribute vectors in a compact set X’ over
R™ describing objects in a certain domain, and that we have a finite n x k sample matrix
X = (x1,...,X}) containing k random observations. Actually, X’ constitutes the initial
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feature space and X is the input data for the linear feature extraction algorithms which
defines a linear mapping
h: X —R™
z — Vz

ey

for the extraction of a new feature vector. The m x n (m < n) matrix of the linear
mapping — which may inherently include a dimension reduction — is denoted by V', and
for any z € X we will refer to the result 4(z) = Vz of the mapping as z*. With the
linear feature extraction methods we search for an optimal matrix V', where the precise
definition of optimality can vary from method to method. Now we will decompose V' in
a factorized form, i.e. we assume that V' = WQ, where W, () are orthogonal matrices
and @ transforms the covariance matrix into the identity matrix. We will obtain @ by
the whitening process, which can easily be solved by an eigendecomposition of the data
covariance matrix (cf. Section 2). For the W matrix, which further transforms the data,
we can apply various objective functions. Here we will find each particular direction
of the optimal W transformations one-by-one, employing a 7 : R® — R objective
function for each direction (i.e. row vectors of W) separately. We will describe the
Fast Independent Component Analyses (FastICA), and the Whitening-based Springy
Discriminant Analysis (WSDA) via defining different 7 functions.

The structure of the paper is as follows. In Section 2 we introduce the well-known
whitening process, which is followed in Section 3 and 4 by the description of Indepen-
dent Component Analysis and Springy Discriminant Analysis, respectively. Section 5
deals with the experiments, than in Section 6 we round off the paper with some con-
cluding remarks.

2 The Whitening Process

Whitening is a traditional statistical method for turning the data covariance matrix into
an identity matrix. It has two steps. First, we shift the original sample set x1, ..., X
with its mean E{x}, to obtain data

x| =x; — B{x},...,x}, = xx — B{x}, )

with a mean of 0. The goal of the next step is to transform the centered samples
x), ..., X}, via an orthogonal transformation @ into vectors z; = Qx, ...,z = QX
where the covariance matrix £{zz ' } is the unit matrix. If we assume that the eigenpairs
of B{x'x'T} are (¢1,\1),..., (€, Ap) and Ay > ... > )\, the transformation ma-
trix Q will take the form [c; A; /2, ... ¢, A, /%] 7. If t is less than 1 a dimensionality
reduction is employed.

Whitening transformation of arbitrary vectors. For an arbitrary vector z € X the whi-
tening transformation can be performed using z* = Q(z — E{x}).

Basic properties of the whitening process. i) for every normalized v the mean of
VTZ1, o ,szk is set to zero, and its variance is set to one; ¢4) for any matrix W
the covariance matrix of the transformed, whitened data Wz, ..., Wz, will remain a
unit matrix if and only if W is orthogonal.
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3 Independent Component Analysis

Independent Component Analysis [[8] is a general purpose statistical method that orig-
inally arose from the study of blind source separation (BSS). An application of ICA is
unsupervised feature extraction, where the aim is to linearly transform the input data
into uncorrelated components, along which the distribution of the sample set is the least
Gaussian. The reason for this is that along these directions the data is supposedly easier
to classify.

For optimal selection of the independent directions, several objective functions were
defined using approximately equivalent approaches. Here we follow the way proposed
by A. Hyviirinen et al. [8]]. Generally speaking, we expect these functions to be non-
negative and have a zero value for the Gaussian distribution. Negentropy is a useful
measure having just this property, which is used for assessing non-Gaussianity (i.e. the
least Gaussianity). The negentropy of a variable 1 with zero mean and unit variance is
estimated by using the formula

Ja(n) = (BE{G(n)} - E{G(n)})”, 3)

where G : R — R is an appropriate non-quadratic function, £ again denotes the
expectation value and v is a standardized Gaussian variable. The following three choices
of G(n) are conventionally used: n?, log (cosh (1)) and — exp (—n?/2). It should be
mentioned that in Eq. () the expectation value of G(v) is a constant, its value only
depending on the selected G function.

In Hyvirinen’s FastICA algorithm for the selection of a new direction w the follow-
ing 7 objective function is used:

To(w) = (E{G(w2)} — E{G()})*, @)

which can be obtained by replacing 7 in the negentropy approximant Eq. (3) with w " z,
the dot product of the direction w and sample z. FastICA is an approximate Newton
iteration procedure for the local optimization of the function 7¢; (w). Before running the
optimization procedure, however, the raw input data X must first be preprocessed — by
whitening it.

Actually property 7) of the whitening process (cf. Section 2) is essential since Eq.
(@) requires that 1 should have a zero mean and variance of one hence, with the substi-
tution 7 = w ' z, the projected data w ' z must also have this property. Moreover, after
whitening based on property 1) it is sufficient to look for a new orthogonal base W for
the preprocessed data, where the values of the non-Gaussianity measure 7 for the base
vectors are large. Note that since the data remains whitened after an orthogonal trans-
formation, ICA can be considered an extension of PCA. The optimization procedure of
the FastICA algorithm can be found in Hyvérinen’s work [8].

Transformation of test vectors. For an arbitrary test vector z € X the ICA transfor-
mation can be performed using z* = WQ(z — E{x}). Here W denotes the orthogonal
transformation matrix we obtained as the output from FastICA, while @ is the matrix
obtained from whitening.
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4 Whitening-Based Springy Discriminant Analysis

Springy discriminant analysis (SDA) is a method similar to Linear Discriminant Anal-
ysis (LDA), which is a traditional supervised feature extraction method [4,9]. Because
SDA belongs to the supervised feature extraction family, let us assume that we have
r classes and an indicator function £ : {1,...,k} — {1,...,r}, where L(7) gives the
class label of the sample x;. Let us further assume that we have preprocessed the data
using the whitening method, the new data being denoted by z1, . .., z.

The name Springy Discriminant Analysis stems from the utilization of a spring &
antispring model, which involves searching for directions with optimal potential energy
using attractive and repulsive forces. In our case sample pairs in each class are con-
nected by springs, while those of different classes are connected by antisprings. New
features can be easily extracted by taking the projection of a new point in those direc-
tions where a small spread in each class is obtained, while different classes are spaced
out as much as possible. Now let 6(w), the potential of the spring model along the
direction w, be defined by

6(w) = i ((Zi - Zj)T W)2 [M]w ) &)

where ) = )
LA L(6) = L(y
[M]ij = { 1, otherwise

Naturally, the elements of matrix M can be initialized with values different from +1
as well. The elements can be considered as a kind of force constant and can be set to
a different value for any pair of data points.

It is easy to see that the value of ¢ is largest when those components of the ele-
ments of the same class that fall in the given direction w (w € R"™) are close, and the
components of the elements of different classes are far at the same time.

Now with the introduction of the matrix

i,j=1,...,k (6)

k
D=3 (zi—2)(z—2) [M] @)
ij=1
we immediately obtain the result that §(w) = w' Dw. Based on this, the objec-

tive function 7 for selecting relevant features can be defined as the Rayleigh quotient
7(w) = §(w)/w " w. It is straightforward to see that the optimization of 7 leads to the
eigenvalue decomposition of D. Because D is symmetric, its eigenvalues are real and
its eigenvectors are orthogonal. The matrix W of the SDA transformation is defined
using those eigenvectors corresponding to the m dominant eigenvalues of D.

Transformation of test vectors. For an arbitrary vector z € X the Whitening-Based
SDA transformation can be performed using z* = WQ(z — E{x}).
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5 Experiments and Results

In the previous sections three linear feature space transformation algorithms were pre-
sented. Whitening concentrates on those uncorrelated directions with the largest vari-
ances. FastICA besides keeping the directions uncorrelated, chooses directions along
which the non-Gaussianity is large. WSDA creates attractive forces between the sam-
ples belonging to the same class and repulsive forces between samples of different
classes. Then it chooses those uncorrelated directions along which the potential energy
of the system is maximal. In this section we discuss these methods on the real-time
vowel recognition tests. The motivation for doing this is to improve the recognition
accuracy of our speech impediment therapy system, the SpeechMaster’. Besides re-
viewing ’SpeechMaster’ here we will talk about the extraction of the acoustic features,
the way the transformations were applied, the learners we employed and, finally, about
the setup and evaluation of the real-time vowel recognition experiments.

The ’SpeechMaster’. An important clue to the process of learning to read for alpha-
betical languages is the ability to separate and identify consecutive sounds that make
words and to associate these sounds with its corresponding written form. To learn to
read in a fruitful way young learners must, of course, also be aware of the vowels and
be able to manipulate them. Many children with learning disabilities have problems in
their ability to process phonological information. Furthermore, phonological awareness
teaching has also great importance for the speech and hearing handicapped, along with
improving the corresponding articulatory strategies of tongue movement.

The ’SpeechMaster’ software developed by our team seeks to apply speech recogni-
tion technology to speech therapy and the teaching of reading. Both applications require
areal-time response from the system in the form of an easily comprehensible visual feed-
back. With the simplest display setting, feedback is given by means of flickering letters,
their identity and brightness being adjusted to the speech recognizer’s output [10]. In
speech therapy it is intended to supplement the missing auditive feedback of the hear-
ing impaired, while in teaching reading it is to reinforce the correct association between
the phoneme-grapheme pairs. With the aid of a computer, children can practice with-
out the need for the continuous presence of the teacher. This is very important because
the therapy of the hearing impaired requires a long and tedious fixation phase. Experi-
ence shows that most children prefer computer exercises to conventional drills. In the
’SpeechMaster’ system the real-time vowel recognition module has a great importance,
this is why we chose this task for testing the uncorrelated feature extraction methods.

Evaluation Domain. For training and testing purposes we recorded samples from 160
normal children aged between 6 and 8. The ratio of girls and boys was 50% - 50%.The
speech signals were recorded and stored at a sampling rate of 22050Hz in 16-bit quality.
Each speaker uttered all the 12 isolated Hungarian vowels, one after the other, separated
by a short pause. The recordings were divided into a train and a test set in a ratio of
50% - 50%.

Acoustic Features. There are numerous methods for obtaining representative feature
vectors from speech data, but their common property is that they are all extracted from
20-30 ms chunks or “frames” of the signal in 5-10 ms time steps. The simplest possible
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feature set consists of the so-called bark-scaled filterbank log-energies (FBLE). This
means that the signal is decomposed with a special filterbank and the energies in these
filters are used to parameterize speech on a frame-by-frame basis. In our tests the filters
were approximated via Fourier analysis with a triangular weighting, as described in [6].

It is known from phonetics that the spectral peaks (called formants) code the iden-
tity of vowels [I1]]. To estimate the formants, we implemented a simple algorithm that
calculates the gravity centers and the variance of the mass in certain frequency bands
[1]. The frequency bands are chosen so that they cover the possible place of the first,
second and third formants. This resulted in 6 new features altogether.

A more sophisticated option for the analysis of the spectral shape would be to ap-
ply some kind of auditory model. We experimented with the In-Synchrony-Bands-
Spectrum of Ghitza [3]], because it is computationally simple and attempts to model
the dominance relations of the spectral components. The SBS model analysis the signal
using a filterbank that is approximated by weighting the output of a FFT - quite similar
to the FBLE analysis. In this case, however, the output is not the total energy of the
filter, but the frequency of the component that has the maximal energy.

Feature Space Transformation. When applying the uncorrelated feature extraction
methods (see Section 2, 3 and 4) we invariably kept only 8 of the new features. We
performed this severe dimension reduction in order to show that, when combined with
the transformations, the classifiers can yield the same scores in spite of the reduced fea-
ture set. Naturally, when we applied a certain transformation on the training set before
learning, we applied the same transformation on the test data during testing.

Classifiers. Describing the mathematical background of the learning algorithms applied
is beyond the scope of this article; in the following we specify only the parameters
applied.

Gaussian Mixture Modeling (GMM). In the GMM experiments, three Gaussian com-
ponents were used and the expectation-maximization (EM) algorithm was initialized
by k-means clustering [4]. To find a good starting parameter set we ran it 15 times and
used the one with the highest log-likelihood. In every case the covariance matrices were
forced to be diagonal.

Artificial Neural Networks (ANN). In the ANN experiments we used the most com-
mon feed-forward multilayer perceptron network with the backpropagation learning
rule [2]]. The number of neurons in the hidden layer was set to 18 in each experiment
(this value was chosen empirically, based on preliminary experiments). Training was
stopped based on the cross-validation of 15% of the training data.

Projection Pursuit Learning (PPL). Projection pursuit learning is a relatively little-
known modelling technique [[7]. It can be viewed as a neural net where the rigid sigmoid
function is replaced by an interpolating polynomial. In each experiment, a model with
8 projections and a Sth-order polynomial was applied.

Support Vector Machines (SVM). Support vector machines is a classifier algorithm
that is based on the ubiquitous kernel idea [12]. In all the experiments with SVM the
radial basis kernel function was applied.

Experiments. In the experiments 5 feature sets were constructed from the initial acous-
tic features described above. Set! contained the 24 FBLE features. In Sef2 we combined
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Table 1. Recognition errors for each feature set as a function of the transformation and classifi-
cation applied

feature set classifier none(all) Whitening(8)FastICA(8)WSDA(8)
GMM 16.38 14.21 16.45 14.32

ANN 10.34 9.85 9.93 9.42
Setl (24)  PPL 11.04 10.46 10.69 10.02
SVM 9.93 10.12 8.95 8.05
GMM 13.33 11.21 13.33 12.33
ANN 7.43 7.35 7.36 5.25
Set2 (30)  PPL 9.37 8.41 6.54 6.23
SVM 8.33 6.85 6.66 5.43

GMM 25.90 22.34 25.90 23.67
ANN 20.00 18.41 19.58 19.65
Set3 (24) PPL 20.48 19.43 19.58 19.33
SVM 19.65 20.08 18.88 19.48
GMM 13.95 12.21 15.90 13.67

ANN 10.27 9.79 8.05 8.48
Set4 (48) PPL 10.48 8.80 9.37 9.31
SVM 9.09 9.46 8.26 7.41
GMM 15.48 12.46 13.33 12.72
ANN 8.68 7.31 6.45 7.41
Set5 (54)  PPL 8.26 9.05 7.36 7.09
SVM 9.37 9.11 5.76 5.64

Set] with the gravity center features, so Ser2 contained 30 measurements. Set3 was
composed of the 24 SBS features, while in Set4 we combined the FBLE and SBS sets.
Lastly, in Set5 we added all the FBLE, SBS and gravity center features, thus obtaining
a set of 54 values.

In the classification experiments every transformation was combined with every clas-
sifier on every feature set. The results are shown in Table 1. In the header Whitening,
FastICA, WSDA stand for the linear uncorrelated feature space transformation meth-
ods. The numbers shown are the recognition errors on the test data. The number in
parentheses denotes the number of features preserved after a transformation. The best
scores of each set are given in bold.

Results and Discussion. Upon inspecting the results the first thing one notices is that
the SBS feature set (Set3) did about twice as badly as the other sets, no matter what
transformation or classifier was tried. When combined with the FBLE features (Set/)
both the graity center and the SBS features brought some improvement, but this im-
provement is quite small and varies from method to method.

When focusing on the performance of the classifiers, we see that ANN, PPL and
SVM vyielded very similar results. They, however, consistently outperformed GMM,
which is still the method most commonly used in speech technology today. This can be
attributed to the fact that the functions that a GMM (with diagonal covariances) is able
to represent are more restricted in shape than those of ANN or PPL.

As regards the transformations, an important observation is that after the transforma-
tions the classification scores did not get worse compared to the classifications when no
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transformation was applied. This is so in spite of the dimension reduction, which shows
that some features must be highly redundant. Removing some of this redundancy by
means of a transformation can make the classification more robust and, of course, faster.
Comparing the methods, we may notice that WSDA brought significant improvement
on the recognition accuracy. Maybe this is due to the supervised nature of the method.

6 Conclusions

In this paper three linear uncorrelated feature extraction algorithms (Whitening, Fas-
tICA and WSDA) were presented, and applied to real-time vowel classification. After
inspecting the test results we can confidently say that it is worth experimenting with
these methods in order to obtain better classification results. The Whitening-based
Springy Discriminant Analysis brought a notable increase in the recognition accuracy
despite applying a severe dimension reduction. This transformation could greatly im-
prove our phonological awareness teaching system by offering a robust and reliable
real-time vowel classification, which is a key part of the system.
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Abstract. In this paper we propose a corpus structure which represents and man-
ages an aligned parallel corpus. The corpus structure is based on a stand-off anno-
tation model, which is composed of several XML documents. A bilingual parallel
corpus represented in the proposed structure will contain: (1) the entire corpus
together with its corresponding linguistic information, (2) translation units and
alignment relations between units of the two languages: paragraphs, sentences
and named entities. The proposed structure permits to work with the corpus both
as an annotated corpus with linguistic information, and as a translation memory.

1 Introduction

A compiled parallel corpus with additional linguistic information can be a helpful re-
source for different purposes such as training datasets for inductive programs, learning
models for machine translation, cross-lingual information retrieval, automatic descrip-
tor assignment, document classification, cross-lingual document similarity or other lin-
guistic applications.

Nowadays we can find several bilingual compiled corpora with extra-information
where majority languages are involved. However, it is difficult to find this type of corpus
where one of the involved languages is a minority language.

There are two official languages in the Spanish side of the Basque Country: Basque
and Spanish and most of the main public institutions such as the Basque Government or
universities publish their official documentation in both official languages. Therefore,
we thought that a linguistically tagged Spanish-Basque corpus would be a very valuable
resource for the research community because nowadays, this type of Spanish-Basque
corpus is rare, so there are not enough reference corpora to consult.

In this paper, we propose a bilingual parallel corpus structure that contains two types
of information: (1) aligned translation units with their corresponding linguistic infor-
mation, and (2) the whole documents with their linguistic information. We propose
such a rich structure because we want our corpus resources to be general and useful
for different tasks in language technology research. Once the linguistic and alignment
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information is added to the corpus, it is possible to extract different language resources
from it such as translation memories or gazetteers.

Next section presents some related work on bilingual corpus representation. In Sec-
tion 3 the structure of the bilingual corpus, which includes aligned translation units
and linguistic information, is described. Section 4 explains the characteristics of the
bilingual corpus collected and the steps carried out to add linguistic and alignment in-
formation. We present, in Section 5, a web interface for managing the parallel corpus
and its additional information. Finally, conclusions and future work are added.

2 Related Work

Similar work representing bilingual corpora, in which at least one of the involved lan-
guages is a minority language has been carried out by: [14]], [7] and [13]].

In are presented procedures and formats used in building a newspaper bilingual
corpus for Croatian-English. The author compares the two different ways to encode
parallel corpus using XML: alignment by storing pointers in separate documents and
translation memory (TMX) inspired encoding. In one of his papers, he concludes that it
is better to use the former due to the DTD’s simplicity, because the original document
keeps more unchanged, and because even with the stand-off way there is no problem to
keep aligned sentences together in the same element while retaining upper levels of text
encoding.

In [[7]], the authors present a bilingual Slovene-English corpus. They also use a stand-
off model to represent the bilingual corpus, so that the linguistic information is stored
in separate files.

The authors of present a freely available parallel corpus containing European
Union documents of mostly legal nature. This corpus is available in TEI-compliant
XML stand-off format, and includes marked-up texts and bilingual alignment informa-
tion for all language pairs involved. Particularly they include alignment information at
paragraph and sentence level.

3 Bilingual Parallel Corpus Structure

The two main features that characterize our corpus structure are: the richness of the lin-
guistic information represented and the inclusion of relationships between units of the
two languages which have the same meaning. In a previous work [5]] we presented a pre-
liminary bilingual parallel corpus structure. In this work, we have improved the access
to the supplementary information added to the bilingual corpus. The corpus structure
proposed is based on the data model presented in [3l], which represents and manages
monolingual corpora with linguistic annotations based on a stand-off annotation and
a typed feature structure. This representation may be seen as composed of several XML
documents. Figure [I] shows a graphical representation of the currently implemented
document model for the bilingual parallel corpus. This representation includes: lin-
guistic information, translation units (paragraphs, sentences and entities) and alignment
relations. Next in this section, we will present the content of the XML documents that
constitute the proposed data model.
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Fig. 1. Corpus Structure: XML documents and their content

We have carried out two different processes with this corpus: (1) Detecting and align-
ing translation units, (2) Adding linguistic information to each monolingual subcorpus.
Within the proposed corpus structure, we have merged the output information of both
processes. The final structure of the corpus is composed of the manuscript texts and
of several files to define stand-off annotations; these annotations contain the linguistic
information and the delimitation of the units detected and aligned. The information to
be exchanged among the different tools to manage this corpus is complex and diverse.
Because of this complexity, we decided to use Feature Structures (FSs) to represent this
information [3]]. Feature structures are coded following the TEIs DTD for FSs [[12]], and
Feature Structure Definition descriptions (FSD) have been thoroughly defined for each
document created. The documents created as input and output of the different tools are
coded in XML. The use of XML for encoding the information flowing between pro-
grams forces us to describe each document in a formal way, which offers advantages to
keep coherence, reliability and maintenance. This structure avoids unnecessary redun-
dancies in the representation of linguistic features of repeated units. The annotations
that contain the linguistic information are saved into four XML documents:

— eus.w.xml and cas.w.xml, which contain single-word tokens in Basque and Spanish
respectively.

— eus.lem.xml and cas.lem.xml, which keep for each single-word token of the two
languages: its lemma, its syntactic function and some significant features of the
morphological analysis. Words can be ambiguous and correspond to more than one
lemma or syntactic function.
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In order to represent the annotations that delimit translation units we have created six
XML documents:

— eus.parxml and cas.par.xml, which are used to delimit the paragraphs detected in
the bitext. Paragraphs are delimited with references to their first single-word token
and their last single-word token.

— eus.sen.xml and cas.sen.xml, which contain the sentences of the parallel corpus by
means of references to their first and last single-word token.

— eus.nen.xml and cas.nen.xml, which keep the name entities.

We have also created XML documents that relate units of the two languages with the
same meaning, in order to parallelize the two monolingual corpora.

— alpar.xml, this document is used to relate the paragraphs delimited in the files
cas.parxml and eus.par.xml. Each paragraph in one language is related to its cor-
responding paragraph (or paragraphs) in the other language, using the paragraph
identifiers.

— alsen.xml, the relations between corresponding sentences from both languages are
saved in this document. It is possible to set up 1-1 or N-M alignments.

— alnen.xml: name entities are aligned by means of this document. Relations of 1-1
and N-M are contemplated.

While translation memories take translation units as their primary “corpus”, the corpus
structure proposed contains the whole documents and the translation units detected and
aligned. In the case of pure translation memories, only the units are saved, that is, the
source text, the context from which the units come from, does not exist. In addition,
our corpus structure does not contain redundant information, for example one word can
appear many times but its linguistic information is only stored once. Wherever a word
appears one link is inserted to get its linguistic representation.

4 Adding Information to the Bilingual Parallel Corpus

We have compiled a bilingual parallel corpus of 3 million words. This corpus is com-
posed of two types of documents: official (about 2 million words) and non-official doc-
uments (about 1 million words). The official documents are from local governments
and from the University of the Basque Country. Mainly, they are edicts, bulletins, let-
ters or announcements. We have also collected some books and non-official documents
that have been translated into Basque by this public university. They are about various
subjects: fossils, music, education, etc.

Starting from the original plain text we are successively enriching the information
contained in this corpus. The process consists of the following steps:

1. Obtaining the texts: we have downloaded the government official publications from
[6], and collected the available documents from the university. Actually, we con-
tinue with this collecting work and we download official publications from different
websites every day. We have also got in touch with the editors of the public univer-
sity to get more publications of this type.
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2. Normalization of the texts into a common format: is this second phase, we have

processed manually all the official publications because the documents were in-

complete or there were some mistakes. On the contrary, there was no need to pre-
process the books. In both cases, we have converted and saved all the documents
into ASCII format.

Tokenization: this involves linguistic analysis for the isolation of words.

4. Segmentation: to determine the boundaries of different types of units such as para-
graphs, sentences and entities (person, location, organization). Due to the mor-
phosyntactic differences between Spanish and Basque it was necessary to execute
particular algorithms for each language in the detection process.

5. Alignment: the units detected in both languages are aligned in this phase. With the
alignment process we have related the Spanish and Basque units of the same type
that have the same meaning. Nevertheless, the alignment algorithms are indepen-
dent of the language pair. The algorithms that we have executed to detect and align
the different units are explained in more detail in [10] and [11].

6. Lematization and morphosyntactic analysis: in this phase the lemma, number, gen-
der and case of each word are recognized. FreeLing package [9] has been used for
generating Spanish linguistic information. In the case of Basque, we have used a
set of different linguistic processing tools. The parsing process starts with the out-
come of the morphosyntactic analyzer MORFEUS [2]). It deals with all the lexical
units of a text, both simple words and multiword units, using the lexical database
for Basque EDBL [1]]. From the obtained results, grammatical categories and lem-
mas are disambiguated. The disambiguation process is carried out by means of
linguistic rules (CG grammar) and stochastic rules based on Markovian models [§]]
with the aim of reducing the set of parsing tags for each word taking into account
its context. Once morphosyntactic disambiguation has been performed, we have
morphosyntactically fully disambiguated text.

et

5 Environment for Consulting Translation Units and Their
Linguistic Annotations

We have extended the graphical web interface EULIA [4] in order to browse the aligned
parallel corpora. EULIA is an environment to coordinate NLP tools and exploits the
data generated by these tools. The interface shows the translation units detected in both
sides of the corpus and the relations between units of the two languages. The main
functions that we have incorporated are two:

— Consulting and browsing the translation units.
— Consulting and browsing the linguistic annotations attached to translation units.
Figure 2lshows the linguistic annotations for the Basque version of a named entity.

We have tagged and aligned a sample bilingual Spanish-Basque corpus of 100.000
words in the XML parallel corpus structure explained in Section 3. The bilingual sample
corpus is distributed in 160 paired documents and each monolingual document is stored
in a file. The original Spanish corpus size is 340,2 KB (57.000 words) and the original
Basque corpus size is 331 KB (44.000 words). The compiled corpus size is 78,3 MB;
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Table 1. Number of elements detected in the bilingual corpus

Spanish Basque Alignment
Num. Paragraphs 2533 2535 2533
Num. Sentences 2549 2596 2549
Num. Named entities 2104 1999 1008

26,91 MB are used to store the Spanish linguistic information, 29,19 MB for the Basque
linguistic information and 22,2 MB for the alignment information. Table [Tl shows the
number of paragraphs, sentences and named entities detected in each language and the
number of alignments detected for each element.
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Fig. 2. The web environment for consulting the linguistic information of a named entity

6 Conclusion and Future Work

In this paper we have proposed a corpus structure which represents and manages an
aligned parallel corpus. The proposed structure supports linguistic information of the
texts, as well as information of the alignment of the translation units detected. The cor-
pus structure is based on a stand-off annotation model and may be seen as composed of
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several XML documents. The resultant XML files contain the following information:
(1) the whole document, (2) the linguistic information for each word, and (3) relations
between translation units of both languages. This means that we have obtained mainly
two resources: a translation memory and a morphosyntactically tagged parallel corpus.
The main disadvantage of our proposal is that it needs more space than a translation
memory or than a tagged corpus. Nevertheless, we think this representation will ensure
the use of this “small” corpus in different tasks in language technology research. A bilin-
gual parallel corpus represented in the proposed structure can be used as a translation
memory for the automatic translation process or can be employed as a tagged parallel
corpus for research in corpora based machine translation, machine learning, document
clustering, cross-lingual information retrieval and other language applications.

Instead of repeating the same processing of the texts once and again for so different
research tasks, our representation makes the use of parallel corpus easier and more
efficient, adding structure to the corpus to keep coherence, reliability and maintenance
in a simpler way. Indeed, the work done so far confirms the scalability of our approach.

In the future, we are planning to include a new level of alignment at phrase or chunk
level. Also, we want to extend the web environment for editing the relations of the
aligned translation units. We think that this is a very useful option for translators who
want to create a personalized translation memory. Furthermore, we are thinking of stor-
ing the linguistic information of the parallel corpus in a XML database so as to reduce
the size of the corpora.
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Abstract. Tracheoesophageal (TE) speech is a possibility to restore the ability
to speak after total laryngectomy, i.e. the removal of the larynx. The quality of
the substitute voice has to be evaluated during therapy. For the intelligibility eval-
uation of German speakers over telephone, the Post-Laryngectomy Telephone
Test (PLTT) was defined. Each patient reads out 20 of 400 different monosyl-
labic words and 5 out of 100 sentences. A human listener writes down the words
and sentences understood and computes an overall score. This paper presents
a means of objective and automatic evaluation that can replace the subjective
method. The scores of 11 naive raters for a set of 31 test speakers were compared
to the word recognition rate of speech recognizers. Correlation values of about
0.9 were reached.

1 Introduction

In 20 to 40 percent of all cases of laryngeal cancer, total laryngectomy has to be per-
formed, i.e. the removal of the entire larynx [1]]. For the patient, this means the loss of
the natural voice and thus the loss of the main means of communication. One possi-
bility of voice restoration is the tracheoesophageal (TE) substitute voice. In TE speech,
the upper esophagus, the pharyngo-esophageal (PE) segment, serves as a sound gener-
ator (see Fig.[I). The air stream from the lungs is deviated into the esophagus during
expiration via a shunt between the trachea and the esophagus. Tissue vibrations of the
PE segment modulate the streaming air and generate a substitute voice signal. In order to
force the air to take its way through the shunt into the esophagus and allow voicing, the
patient usually closes the tracheostoma with a finger. In comparison to normal voices,
the quality of substitute voices is “low”. Inter-cycle frequency perturbations result in a
hoarse voice [2]]. Furthermore, the change of pitch and volume is limited which causes
monotone voice. Acoustic studies of TE voices can be found for instance in [3/4]]. The
reduced sound quality and problems such as the reduced ability of intonation or voiced-
voiceless distinction [3l6] lead to worse intelligibility. For the patients, this means a
deterioration of quality of life as they cannot communicate properly.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 238243 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Anatomy of a person with intact larynx (left), anatomy after total laryngectomy (middle),
and the substitute voice (right) caused by vibration of the pharyngoesophageal segment (pictures

from [10]))

In speech therapy and rehabilitation, a patient’s voice has to be evaluated by the ther-
apist. An automatically computed, objective measure would be a very helpful support
for this task. In current automatic evaluation, usually sustained vowels are analyzed and
the voice quality is rated. However, for criteria like intelligibility not just a voice sample
but a speech sample is needed. Moerman et al. [[7] investigated recordings of a short text
that contained 18 words. Correlations to human ratings were only given for the “overall
impression” of the substitute voice (= 0.49), so no direct comparisons to our study are
possible. In previous work, we showed that an automatic speech recognition (ASR) sys-
tem can be used to rate the intelligibility in close-talking speech of post-laryngectomy
speakers [8/9]. The telephone is a crucial part of the patients’ social life, and it is nec-
essary for them to have a means of communication that does not require them to leave
their home. Therefore, intelligibility on a telephone reflects an everyday communication
situation which is important for the patient. In this paper, we will present an automatic
version of an introduced standard test for intelligibility over the telephone.

This paper is organized as follows: In Sect. 2, the Post-Laryngectomy Telephone
Test will be explained. The test data will be introduced in Sect. 3. Section 4 will give
some information about the speech recognition system. Section 5 contains the results,
and Sect. 6 will give a short outlook on future work.

2 The Post-Laryngectomy Telephone Test

The Post-Laryngectomy Telephone Test (PLTT, [[11]]) was developed in order to repre-
sent the communication situation outside the patient’s usual environment (the family)
by taking into account both voice and language. The patient calls a naive rater over
a standard landline telephone. The rater should not know about the text material of the
test and may not have any hearing impairment.

The PLTT vocabulary consists of 400 monosyllabic words and 100 sentences, each
of them written on an individual card. For one session, 22 words and 6 sentences are
randomly chosen. The first two words and the first sentence are not taken into account
for evaluation. Instead, they are supposed to allow the listener to adapt to the speaker.
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The speaker may only read what is written on the cards. Any further utterances, like
e.g. articles (the German language has different ones for each grammatical gender),
are not allowed. The test begins with reading the words. When the listener does not
understand a word, he or she may say exactly once: “Please repeat the word.” Further
feedback about the intelligibility is not allowed. The sentences may not be repeated.

Three measures are computed from the listening experiment. The number of words
w the listener understood correctly during the first attempt is multiplied by 5 and re-
presents the word intelligibility 7,0,q in percent. Words that were repeated do not get
a point. Each sentence s gets a score ¢, of 0 to 2 points. Two points are assigned when
the sentence was understood completely correct. One point is given if one word is miss-
ing or not understood correctly. In all other cases, the reader gets no point. The sentence
intelligibility s0n¢ in percent is the resulting sum of points multiplied with 10. The total
intelligibility 71ota; 1S then given by

iword + i 1 >
R word , sent _ 9 <5u) + IOZCS> . (H
s=1

The test was shown to be valid, reliable and objective [11]], and it was also applied to
laryngectomized persons before: Patients with shunt valves reached an average PLTT
result between 70 and 80 [[12]. A reason why the test should be done via telephone
was also given: A quiet room does not reflect a real-world communication situation as
noise is present almost everywhere. In a noise-free environment, the voice rehabilitation
progress would be overestimated. The telephone situation is easy to maintain and thus
suitable for practical use. But like each evaluation that involves human raters, this test
is subjective for many reasons, like the listener’s hearing abilities or experience with
TE voices. Other persons might not be able to understand or reproduce the results. For
these reasons, an objective and automatic version of the PLTT using automatic speech
recognition was desired.

3 Test Data

A test set of PLTT recordings (pltt 8kHz) from 31 laryngectomees was available where
each recording contained all words and sentences the respective speaker read out. The
speakers were 25 men and 6 women (63.448.7 years old) with tracheoesophageal
substitute speech. They were provided with a shunt valve of the Provox® type [13].
The data were recorded with a dialogue system provided by Sympalog Voice Solutiond!.
The audio files were also segmented by hand so that each word and sentence was stored
in a separate file. This was done in order to explore whether the automatic evaluation
is influenced by noise or non-verbals between the words in the full recordings. This
database is denoted as plit seg SkHz.

The human listeners were 8 male and 3 female students (average age: 22.54+1.2
years). None of them had experience with voice and speech analysis. For recording
the PLTT, each patient got a unique sheet of paper with instructions and 22 words

! http://www.sympalog.com
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and 6 sentences that were randomly chosen. The first two words and the first sentence
were neither used for human nor for automatic evaluation. The raters listened to the
pltt seg 8kHz data set. They could pause the play-back to write down the understood
utterance.

4 The Speech Recognition System

The speech recognition system used for the experiments was developed at the Chair
of Pattern Recognition in Erlangen. It can handle spontaneous speech with mid-sized
vocabularies up to 10,000 words. The latest version is described in detail in [14]]. The
system is based on semi-continuous Hidden Markov Models (HMM). It can model
phones in a context as large as statistically useful and thus forms the so-called
polyphones, a generalization of the well-known bi- or triphones. The HMMs for each
polyphone have three to four states; for the PLTT experiments, the codebook had 500
classes with full covariance matrices. The short-time analysis applies a Hamming win-
dow with a length of 16 ms, the frame rate is 10 ms. The filterbank for the Mel-spectrum
consists of 25 triangle filters. For each frame, a 24-dimensional feature vector is com-
puted. It contains short-time energy, 11 Mel-frequency cepstral coefficients, and the
first-order derivatives of these 12 static features. The derivatives are approximated by
the slope of a linear regression line over 5 consecutive frames (56 ms). A zerogram
language model was used so that the results are only dependent on the acoustic models.

The baseline system for the experiments in this paper was trained with German di-
alogues from the VERBMOBIL project [15]. The topic in these recordings is appoint-
ment scheduling. The data were recorded with a close-talking microphone at a sampling
frequency of 16 kHz and quantized with 16 bit. The speakers were from all over Ger-
many and covered most regions of dialect. They were, however, asked to speak stan-
dard German. About 80% of the 578 training speakers (304 male, 274 female) were
between 20 and 29 years old, less than 10% were over 40. This is important in view
of the test data because the fact that the average age of our test speakers is more than
60 years may influence the recognition results. 11,714 utterances (257,810 words) of the
VERBMOBIL-German data (12,030 utterances, 263,633 words, 27.7 hours of speech)
were used for the training and 48 (1042 words) for the validation set, i.e. the corpus
partitions were the same as in [14].

A speech recognition system can only recognize the words stored in its vocabulary
list. This list had to be created from the words and sentences occurring in the PLTT.
This, however, is not enough to simulate the human listener. A human being knows
more words than those occurring in the test which might cause misperceptions. In
order to simulate this in the automatic test, the vocabulary list of the recognizer had
to be extended by words phonetically similar to those of the actual vocabulary. This
was done by the definition of a modified Levenshtein distance for phonetic transcrip-
tions. It involved a weighting function which assigns phoneme pairs that sound si-
milar (e.g. /s/ and /z/) a low weight and thus finds the desired words [16]]. In this
way, the basic PLTT vocabulary that consisted of 738 words (PLTT-small) was ex-
panded to 1017 words (PLTT-large). The additional words and their transliterations
were taken from the CELEX dictionary [17]]. The VERBMOBIL baseline training set was
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Table 1. Human evaluation results iword, sent and itota1; Pearson’s correlation r and Spearman’s
correlation p are calculated between the respective rater and the average of the remaining 10 raters

iword Tsent itotal

rater u o r p w oo r P w o r p

BM 31.421.50.910.90 48.1 30.4 0.88 0.88 39.8 22.6 0.92 0.90
BT 29.220.7 0.83 0.80 52.229.5 0.88 0.87 40.7 21.8 0.90 0.90
CV  43.920.10.90 0.90 45.9 28.6 0.83 0.81 44.9 22.5 0.89 0.89
GM 394 21.4 0.87 0.83 48.1 28.9 0.88 0.86 43.8 23.3 0.93 0.93
HT 43.021.30.890.84 57.228.6 0.77 0.76 50.1 22.4 0.86 0.86
KC 41.720.80.93 091 46.9 28.8 0.65 0.60 44.3 20.8 0.85 0.83
MM 47.223.50.91 0.90 50.0 28.7 0.79 0.78 48.6 23.9 0.92 0.92
PC 34.121.90.87 0.83 48.429.5 0.87 0.85 41.3 22.4 0.92 0.92
SM  51.121.30.82 0.82 59.4 24.0 0.82 0.75 55.2 19.2 0.90 0.86
ST  53.623.0 0.92 0.92 67.5 29.6 0.72 0.64 60.6 23.4 0.86 0.85
WW 40.3 19.2 0.89 0.90 56.6 25.2 0.87 0.89 48.4 19.7 0.94 0.94

downsampled to 8 kHz sampling frequency, a VERBMOBIL recognizer was trained and
the vocabulary changed to the PLTT-small or PLTT-large word list, respectively. For
both cases, a polyphone-based and a monophone-based recognizer version were cre-
ated. Monophones were supposed to be more robust for recognition of highly patho-
logic speech because each of them is trained with more data than a polyphone model.

5 Results

Table [1] shows the PLTT results of the single raters. Although they had never heard
TE voices before, the inter-rater correlation for the total intelligibility ¢4 1S greater
than 0.8 for all persons. However, perceptive results vary strongly among the raters.
The difference in the average of iyota) for the “best” and the “worst” rater is more than
20 points which shows how strongly the test depends on the particular listener. The
standard deviation is very similar for all raters, however. The recognition results and
the PLTT measures both for recognizers and human raters are assembled in Table
Since the first part of a PLTT session consists of single words, not only the word
accuracy (WA) but also the word recognition rate (WR) was computed. It is based on
the word accuracy, but the number of words wrongly inserted by the recognizer is not
counted. In comparison to the human WA which reached 55%, the automatic recogni-
tion rates are much lower due to the following reasons: First of all, the recognizers were
trained with normal speech. This simulates a naive listener who has not heard TE voices
before, i.e. the kind of listener that is required for the PLTT. The average WA for close-
talking recordings of laryngectomees was determined at approx. 30% [8l9]. Here, the
results are even lower: The speakers had read another text right before the PLTT and
were therefore exhausted. The bad signal quality of the telephone transmission and the
fact that the training data of the recognizers were just downsampled and not real tele-
phone speech had also negative influence. No sentence was recognized completely cor-
rect according to the PLTT rules. For this reason, isc,¢ was 0 for all recognizers. WA and
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Table 2. Average word accuracy (WA), word recognition rate (WR), and the PLTT measures
Twords sent aNd %tota1 fOr speech recognizers and human raters

data set pltt SkHz pltt seg 8kHz
vocabulary PLTT-small PLTT-large PLTT-small PLTT-large raters
recog. units mono poly mono poly mono poly mono poly
1(WA) 100 1.8 80 -0.1 92 03 74 -15 551
o(WA) 14.8 204 13.5 199 14.7 214 129 202 214
(WR) 17.3 16.6 144 137 164 156 142 132 553
(WR) 132 126 93 112 99 108 87 103 214
(fwora)  17.8 13.1 145 109 14.1 11.1 12.0 94 414
0(twora)  15.1 13.0 12.8 10.9 13.8 11.6 12.7 11.1 21.3
(sent ) 00 00 00 00 00 00 00 00 528
(Zsent) 00 00 00 00 00 00 00 00 283
1(Zotal) 89 6.6 73 55 70 55 60 47 471
o (ttotal) 75 65 64 58 69 58 64 56 220

Table 3. Pearson’s correlation r and Spearman’s correlation p between the speech recognizers’
results (“rec”) and the human raters’ average values (“hum”)

data set pltt SkHz pltt seg 8kHz
vocabulary PLTT-small PLTT-large PLTT-small PLTT-large
recognition units mono poly mono poly mono poly mono poly

(WArem WAhum
14 WAreu; WAhum

WRrec, WAhum

0.72 0.71 0.73 0.70 0.73 0.67 0.71 0.69
( 0.85 0.82 0.83 0.82 0.83 0.79 0.80 0.80
( 0.82 0.86 0.81 0.83 0.87 0.88 0.86 0.87
(WRzec; WAhum 0.88 0.94 0.89 092 0.91 091 0.89 0.91
(WA ee, ftotalhum) 071 072 0.72 071 0.72 0.67 0.71 0.70
(W rec;itotal hum) 0.84 0.81 0.83 0.80 0.81 0.76 0.79 0.79
( )

( )

T

3
=

B

0.81 0.88 0.82 0.85 0.85 0.89 0.86 0.89
0.86 0.93 0.87 0.92 0.88 0.90 0.90 0.90

WRrec, % Ttotal,hum

<

14 WRrem %total,hum

WR for the human raters were computed from the raters’ written transliteration of the
audio files.

Although the automatic recognition yielded so bad results, the correlation to the
human ratings was high (see Table [3). The reason is that the crucial measure is not
the average of the recognition rate but its range or standard deviation, respectively.
It was not the task of the experiments to optimize the mean recognition rate. For this
reason, voices with low quality often receive negative values of WA. Nevertheless, the
distribution of these values corresponds well to the measures obtained by the human
listeners. The best correlation between an automatic measure and the overall PLTT
result 7¢ota) Was reached for WR on the polyphone-based recognizers. Both Pearson’s
correlation 7 and Spearman’s correlation p are about 0.9.

The outcome of these experiments is that the PLTT can be replaced by an objec-
tive, automatic approach. The question whether monophone-based or polyphone-based
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recognizers are better for the task could not be answered. When the word accuracy WA
was compared to iy0ta1, Monophones were advantageous; when the word recognition
rate WR was used instead, the polyphone-based recognizers were closer to the human
rating. There are also some cases in which the correlation is slightly better when each
word and sentence is processed separately, but in general the long pltt 8kHz recordings
which contain the entire test can be used without prior segmentation.

6 Conclusion and Outlook

In this paper, an approach for the automation of the Post-Laryngectomy Telephone
Test (PLTT) was presented. The correlation between the overall intelligibility score that
is usually computed by a human listener and the word recognition rate of a speech rec-
ognizer was about 0.9. A difference between the human and the machine evaluation was
that the automatic version does not process words again it did not “understand” on first
attempt. This is not necessary since the result would be the same. Furthermore, a word
that was not understood by the listener on first attempt does not get a point anyway, so
it is not necessary to consider word repetition in the automatic version at all.

Adaptation of the speech recognizers to the signal quality might enhance the recogni-
tion results. Experiments in order to find out whether also the correlation to the human
results will get better will be part of future work. Another aspect that will be taken
into consideration are reading errors by the patient that have to be identified before the
intelligibility measure is computed.
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Abstract. Speaker normalization techniques are widely used to improve the ac-
curacy of speaker independent speech recognition. One of the most popular group
of such methods is Vocal Tract Length Normalization (VTLN). These methods try
to reduce the inter-speaker variability by transforming the input feature vectors
into a more compact domain, to achieve better separations between the phonetic
classes. Among others, two algorithms are commonly applied: the Maximum
Likelihood criterion-based, and the Linear Discriminant criterion-based normal-
ization algorithms. Here we propose the use of the Springy Discriminant criterion
for the normalization task. In addition we propose a method for the VTLN pa-
rameter determination that is based on pitch estimation. In the experiments this
proves to be an efficient and swift way to initialize the normalization parameters
for training, and to estimate them for the voice samples of new test speakers.

1 Motivation

Speaker normalization is a very useful tool for decreasing the inter-speaker variability
of speech samples, which can in turn significantly improve the performance of speaker-
independent continuous speech recognizers. The most commonly used methodology
performs Vocal Tract Length Normalization (VTLN), which is realized by a non-linear
warping of the frequency axis. Most VTLN algorithms lead to a multidimensional opti-
mization problem that can take a long time to solve. The most popular technique that is
based on the maximum likelihood (ML) criterion requires a lot of slow iteration steps
(basically, runs of the speech recognizer). Another family of methods that is built on
the technique of linear discriminant (LD) analysis involves matrix operations with quite
large matrices. In this paper we examine an alternative to the LD-based technique: the
springy discriminant (SD) criterion-based method, which circumvents several numeri-
cal problems of LD. We also propose a speed-up technique that can be applied for the
fast computation of both the LD and SD algorithms. Finally, we examine the relation-
ship between the optimal warping factor and the pitch of a speaker, and based on our
findings we propose a method that can be used for estimating the warping factor from
the pitch directly, or for the initialization of the LD and SD algorithms.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 246-253] 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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2 Vocal Tract Length Normalization

One of the major physiological sources of inter-speaker variation is the variation in the
vocal tract length of speakers. This can be compensated for by warping the frequency
axis, and several sophisticated warping functions have been proposed for this in the
literature [112]. One of these which will be used here is the bilinear warping function.
The goal of all the VTLN methods is to assign to each speaker a warping factor in such
a way that the transformed feature vectors should be optimal in some sense. A common
feature of them is that they transform the feature vectors of the phone classes — obtained
from the speech samples of a variety of speakers — into a smaller domain, without
significantly reducing the average inter-class distances. The only real difference is the
way they assign a warping factor to each particular speaker. In the following we first
discuss the two frequently used optimization criteria, and then suggest an alternative
one.

2.1 VTLN with Maximum Likelihood (ML) Criterion

In the case of ML the criterion for choosing the optimal warping factor « is based on the
probability of the speaker’s utterance calculated using an acoustic probability model.
Here this probability value is obtained via a Continuous Speech Recognizer (CSR).
The optimal « value is chosen like so. The feature vectors of a particular speaker’s
voice sample are transformed using all the possible « values. The CSR is given all the
transformed feature vector series as input data, and it computes the likelihood values as
output data. The o value corresponding to the transformation with the maximal likeli-
hood value should be chosen.

Algorithmically, the criterion above is used in the following way. The starting-point
is a CSR model trained on non-warped data. Then, for each speaker a warping factor
value is found using the ML criterion. The CSR model is next trained on the warped
feature vectors. The warping factor determination and the model retraining are iterated
until there is no change in the « values.

A few problems were reported in the literature when applying ML-based VTLN.
Firstly, the previously described iterative method will converge to a local optima, which
is incidentally a common feature of all iterative methods (ML, SD). Furthermore, the
quality of the local optima found is closely related to the initialization of the warping
factors. Usually, the initial values are set to correspond to the identity transformation.
Here we propose a more sophisticated parameter initialization method instead.

And secondly, experience tells us that the average value of the warping factors gets
bigger after each iteration, so after some iterations most of the warping factor values will
be set to the highest constant, and at the same time the speech recognition performance
will worsen. Acero suggested an idea for tackling this problem; namely that the
average of the warping factors should be set to a constant value after each iteration.

2.2 VTLN with Linear Discriminant (LD) Criterion

Linear Discriminant Analysis (LDA) is a technique which finds particular directions in
the space of the feature vectors. These directions are optimal in the sense that the fea-
ture vectors in these directions have the highest inter-class covariance, while at the same
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time the average within-class covariance is the lowest. LDA finds these directions by
computing the eigenvectors of an eigenvalue problem, and the eigenvalues give a mea-
sure of the optimality of these eigenvectors [4]. Thus the eigenvalues can be used for
estimating the optimality of an input space transformation, which here is the VTLN
one [J3]].

More precisely, when adapting this technique to the VTLN problem, the iterative
algorithm is similar to the one described for ML. By optimizing the LD criterion we
choose a warping factor which results in the largest maximal eigenvalues (obtained us-
ing different warping factors). Here the classes are the different vowels, and the product
of the 5 maximal eigenvalues were maximized to obtain the optimal «.. The optimiza-
tion method iterates the following steps until there is no change in the warping factor
values, or the number of iterations reaches a predefined limit:

e Form the X dataset by transforming the feature vectors of all the speakers using
the actual warping factor values (the warping factors are initially set to correspond
to the identity transformation).

e Assign the optimal warping factor to each speaker by selecting the warping factor
that is the best according to the LD criterion. For this, replace the rows in the
X dataset corresponding to the particular speaker being tested.

This iterative method has the same problem as ML: in most cases only a local op-
timum is achieved, hence choosing better initial values for the warping factors can be
important for getting better results.

The time-complexity of the optimization method can be greatly reduced using the
following update formulas for the mean vectors and covariance matrices. Let p and
2 be the mean and covariance of the X dataset. Let X p stand for the data to be added
to X, and X the data to be removed from X. Then the update formulas are (X,,¢., =
XUXp \X N):

X[-pt+ 2 2= > @

rxeXp reXn

I (1)
: IX| + [ Xp| — [Xn]

(D p- "X+ Y w2t = 3wl
zeXp reXn

Znew =
X1+ [Xp| = |Xn|

— Hnew - lu’z;ew' (2)

Because the iterative algorithm always replaces the same set of examples, > z - 27

and > x can be computed in advance for all the classes, all the speakers, and all the
warping factors.

3 Springy Discriminant Analysis

LDA is not the only possible transformation which attempts to find those directions in
the input space that are optimal in some sense with respect to class separation. Earlier,
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we suggested a new formulation for the objective function, the so-called ’Springy Dis-
criminant Analysis” (SDA), which yields similar results to LDA, but the transformation
matrix is orthogonal and it has no numerical problems like that of matrix inversion. Al-
though it was originally proposed in a non-linear form [6]], the authors later published
the corresponding linear version as well [[7].

Let ¢(v), the potential of the spring model along the direction v, be defined by

e(v) = Xk: M;; ((Xi - Xj)TV>27 3)

i,j=1

where

1, if £(i) = £())

Mij = Ke@yeg) -006,5),  8(,7) = { 1, otherwise

“4)
Keiyeiy = Kegyeiy,  Keweg >0, 4,5=1,... k.

Here £(¢) means the class of the ith point. The initialization of the elements of the
matrix Kz ;)c(;) will be analyzed later. The elements can be considered as a kind of
force constant between the points of different and same classes.

It is easy to see that the value of ¢ is larger when those components of the elements of
the same class that fall in the given direction v (v € R™) are closer, and the components
of the elements of different classes are farther at the same time.

Now with the introduction of the matrix

D = Z Mij (XZ' — Xj) (Xi — Xj)T (5)

we immediately obtain the result that ¢(v) = v ' Dv. Based on this, the objective
function 7 can be defined as the Rayleigh quotient

o(v) v 'Dv
viv  vliv’

T(v) =

Obviously, the optimization of 7 leads to the eigenvalue decomposition of D. Because
D is symmetric, its eigenvalues are real and its eigenvectors are orthogonal. The matrix
V" of the SDA transformation is defined using those eigenvectors corresponding to the
m dominant eigenvalues of D.

The form of the D matrix will now be rewritten. Let us break up the sum into parts.
For each variable, let take each x; from a particular class, and do the same with ;.

(6)

k IC]
D= My(wi—zj)(wi—z)" = Y Mylw—a;)(@ — ;)" (D)
ii=1 Lh=1 i, €0 (),

jix;€C(k)

Here C' denotes the set of the classes. The classes are defined as C'(1) ={x;: L(i) =1}.
Now consider one pair of classes, and let us subtract from each x; the mean of the class
(1) x; belongs to. That is,
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IMyj (s — ) (2 — )" = Mij((wi — ) — (z5 — px) + (o — )
X (i — ) — (25 — ) + (= )™ ®)

After resolving the factors, summing the expression and dropping the zero compo-
nents we get:

> My (s — ) (@i — )"+ (25 — ) — )"+
i €C(1),
jix; €C (k)
+ (= pe) (= )™ ©
then using the definition of the M matrix, we have

K- |C(k)|-1C(1)] - {mdif[C(1), C(k)] + cov[C(1)] + cov[C(k)]} - 6(1, k), (10)

where
1
ovlCI= o) m;(l) (w5 = ) (i = pu)" (11
mdif[C(1), C(k)] = (u — ) (r — )" (12)

So summing over all the pairs of classes:

]
D= K- |COICK)mdif[C(1), C(k)] +
k,l=1
]
+ > Kk [COICE)|(cov[C(D] + cov[C(R)]) — (13)

k=1,
(k£0)

— 2> K- |C(1)Peov[C()].

This form of the D matrix shows that the optimality of the within- and inter-class
variances can be achieved only if the K matrix contains suitable values. The first sum
tells us that we should be interested in those directions where the projected means of the
classes are as far apart as possible. The within-class covariances are handled explicitly
by the two other sums. Looking at the second and third components, the within-class
covariance will be minimized if, for all [,

K
K- Kip>0s0 " >1. (14)
: : S K
k#l = Lk

Thus K is a positive, symmetric, diagonal dominant matrix. When finding the optimal
directions the value of the quotient above affects the weight of the within-class covari-
ance and the weight of the variance of the class means.
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3.1 VTLN with Springy Discriminant (SD) Criterion

The SD criterion can be applied for VTLN using the same iterative algorithm as that de-
scribed for LD (see Section[Z.2). The SD criterion-based method tries to find the warp-
ing factor corresponding to the maximum of the largest eigenvalues. Here the products
of the first 2 largest eigenvalues were used to choose the best « value.

The iterative method may again, of course, find just a local optimum. Hence, as
before, choosing better initial values for the warping factors can be important for getting
better results. The computations can be greatly speeded up using the update formulas
for the mean vector and the covariance matrix defined above (Section[2.2)).

4 Relation Between Pitch and Optimal Warping Factor

In our experiments we observed that there was a definite correlation between the pitch
and the optimal warping factor for different speakers (see Fig.[I). This connection can
be exploited in estimating the warping parameter values. First, using this connection
for the initialization of the warping factors in the iterative methods discussed earlier
can help overcome the problem of convergence to a local optimum. Another important
point is that the warping parameters for a new speaker should be determined by using as
little speech data as possible. It is especially important in LVCSR systems where a new
speaker’s voice needs to be adjusted to an already normalized acoustic model.

Several pitch estimation methods have been proposed that give different perfor-
mances. Here we will apply the one that was suggested in [8]], and which has proven
to be superior to the usual methods. This method essentially runs five basic methods in
parallel, and chooses the best value of the five via a voting procedure. For more details
about this method, see [8§]].

Figure [Tl shows the distribution of the optimal warping factors plotted against the
pitch values. The close connection between these features suggests a way of estimating
the warping factor using the pitch value of a particular speaker. For this purpose we used
a quadratic function, its coefficients being determined by applying quadratic regression
on the warping factor values and pitch values obtained from the training database.

o warrping factor

correlation: 0.8958 b

I I I I I I I
50 100 150 200 250 300 350 400 450
pitch (Hz)

Fig. 1. The density of the warping factor values plotted against the pitch values. The solid curve
shows the quadratic regression on these two variables. In this experiment the value of the corre-
lation between these two parameters was 0.89.
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5 Experimental Results

The continuous speech recognizer used for testing purposes and for the ML-criterion
was a HMM based Viterbi-decoding system with an n-gram language model. It was
developed within the framework of a medical dictation project [9].

For training purposes we used samples recorded from 100 speakers at a 22050 Hz
sampling rate and 16-bit quality. Each speaker uttered 6 long sentences (16 words per
sentence on average) and 12 phonetically rich words. The database contained a total
of about 10,800 words (85,300 phonemes) in about 100 minutes of recorded speech
samples. For the test phase, speech samples of 5 speakers (3 women: W1, W2, W3
and 2 men: M1, M2) were taken. Each speaker uttered 20-20 different paragraphs,
and the total length of the recorded speech was about 15 minutes for each particular
speaker.The Hidden Markov Models of the CSR system were trained on the conven-
tional mel-frequency cepstral coefficient (MFCC) based features using a 25 ms frame
window at a frame rate of 100 frames per sec. In addition, the phone models for 44
phone classes had the usual 3-state left-to-right structure. For frequency warping the bi-
linear function was used . The LD and SD criteria were then computed using a dataset
containing 32 dimensional normalized Mel Filter Bank vectors. Here the number of the
vowel classes was 10 and, on average, 16 sample frames were selected per speaker per
phone. In our tests pitch estimation was performed on 400 vowel frames on average, and
the warping factor was estimated using the quadratic function shown in Fig.[1l Table[T]
summarizes the results we obtained for the speech recognition accuracy using the above
methods.

The results show that in most cases the application of the normalization methods
brought an increase in recognition accuracy. However, for the various methods there are
some ~outlier” speakers (W1, M1) where the accuracy fell, and this caused a reduction

Table 1. Recognition accuracies and word error rate reductions when using VTLN with 3 criteria
(ML, LD, SD). The "poly” case means that HMM training was performed using « values com-
puted via the corresponding quadratic function. The *"2-i” extension means that the model was
trained after two iteration steps, where the normalization algorithm was re-initialized using the
quadratic regression obtained after the first iteration. The last column shows the average accuracy
score for the 5 speakers. Here the W1, W2, W3 means that the test speakers were women, while
M1 and M2 sign those of men.

W1 w2 W3 M1 M2 avg. avg. wer. red.
Baseline 87.10% 85.74% 73.94% 98.07% 93.91% 87.75% -
normal 90.10% 87.59% 79.49% 94.36% 93.48% 89.00%  10.20%

ML poly  82.15% 89.28% 81.07% 97.43% 94.57% 88.90%  9.39%
LD normal 88.45% 92.18% 80.59% 97.86% 93.77% 90.57%  23.02%

poly  84.47% 90.89% 79.49% 97.50% 93.26% 89.12%  11.18%
SD normal 84.32% 87.27% 78.81% 93.29% 95.01% 87.74%  0.00%

poly  86.50% 92.75% 86.42% 97.79% 93.48% 91.39%  29.71%
LD 2-i normal 81.55% 90.49% 75.45% 96.84% 91.42% 87.11%  -5.22%
poly  88.22% 90.41% 76.41% 96.50% 95.01% 89.31%  12.73%
normal 89.80% 95.97% 86.08% 98.43% 96.11% 93.28%  45.14%

Sb2- poly  84.32% 94.28% 83.20% 97.36% 94.06% 90.64%  23.59%
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in the average accuracy as well. When the HMMs were trained using the « values got
via quadratic regression the average word error rate reduction values became much
more stable, but not always better than those got from the models trained using the
optimal « values. Applying quadratic regression to initialize the warping factors can
greatly increase the accuracy, but it can cause a reduction too. On average, the best
method was the VTLN with the SD criterion and initialization based on the pitch values,
which combination attained a word error rate reduction of 45%.

6 Future Work

In this paper we examined a springy discriminant (SD)-based algorithm for speaker nor-
malization, and the possibility of exploiting pitch estimation to find the optimal warping
factor value. The average word error rate improvements we obtained look promising,
but our scores show a high variance among the five speakers we chose to test our sys-
tem with. Thus in the near future we plan to repeat the test on a larger training and
test database, from which the trends will hopefully become clearer. We also intend to
test the LD and SD methods by using their non-linearized (kernel-based) versions [6]
instead of the linear ones. Lastly, we found that the performance of our system can
improve quite a lot when applying speaker adaptation. Hence we intend to investigate
whether the combined application of speaker normalization and speaker adaptation can
bring about further improvements to our speech recognition system.
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Abstract. We present a study of the prosody — seen in a broader sense — that
supports the theory of the interrelationship function of speech. “Pure emotions”
are meant to show a relationship of the speaker with the general context. The
analysis goes beyond the basic prosody, as related to pitch trajectory; namely,
the analysis also aims to determine the change in higher formants. The
refinement in the analysis asks for improved tools. Methodological aspects are
discussed, including a discussion of the limitations of the currently available
tools. Some conclusions are drawn.

1 Introduction

The study of spoken languages has significantly progressed during the last decades,
due to the dramatic increase of interest fuelled by applications like virtual reality,
video-games, human-computer speech interaction, security, and medical applications.
Speech is a subtle and rich communication; it transfers not only the linguistic
information, but also information about the personality and the emotional state of the
speaker. The emotion is a motivation-related answer adapted to the social
environment. The prosody is a communication means which includes the attitude and
the emotions [7]; it also contains information about the speaker and about the
environment. In Section 2, we review the state of the art in emotional speech analysis.
In Section 3, we present the essentials of our research methodology. In Section 4, we
summarize the results. The final section includes a brief discussion and conclusions.

2 Existing Approaches

For comparison with our approach, we briefly present in this section several
researches on emotional voice and related databases, for the languages Greek [3],
German [6], Danish [5], and Spanish [4]. Numerous other databases, for other
languages, exist, but we limit our presentation to the ones described below because
they are quite different and illustrate well the variety of approaches in the literature.
There is no general agreement on the classification of emotions. According to [3],
emotions are classified in “basic” emotions, with different intensity levels, and in
“non-basic” emotions (the “mixed” emotions). Without entering details, we chose
four “basic” emotions for our analysis, happiness, anger, sadness, and neutral tone. At
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least some of these emotions (furry/anger and joy/happiness) are known to be
produced at the level of the limbic system; this means that they are “elementary”
emotions, not states of the mind produced together by several mind processes
occurring in various sites of the brain.

The creation of an emotional database requires a number of speakers who simulate
the emotions in different contexts [2]. A different set of subjects (the evaluators)
listen to the recordings and seek to identify the emotion that the speaker has tried to
simulate. The experimental analysis of Buluti, Narayanan and Syrdal [1] showed that
the emotion’s recognition is not perfect for emotions like sorrow, sadness, joy, and
the neutral tone. The recognition rate was 92% for the neutral tone, 89% for sorrow,
89.7% for sadness, and 67.3% for happiness. The recordings have been made by
actors, in most cases, or by persons with professional voices [12].

The recordings for the Greek database reported in [3] were made by actors in
a professional studio. The goal of that research was to improve the naturalness of
synthesized voice. The recordings were made in three different contexts, namely i) in
order to reflect the reaction of the speaker to a concrete stimulus (authentic emotion);
i) preparing the environment in order to help psychologically the speaker to simulate
the indicated emotion; iii) simulating the emotions only by imagining a context. The
study was oriented towards the evaluation of the simulated emotional states by free
answers (86.9%) and false answers (89.6%).

The German emotional database [6] contains six basic emotions: anger, happiness,
fear, sadness, disgust, boredom and neutral tone. The recordings have been realized
by professional actors. The validation commission recognized 80% of the simulated
emotional states. The database contains files with sentences and words, the results of
the perception tests, and the results of measuring the fundamental frequency, the
energy, the duration, the intensity, and the rhythm.

The Danish database [5] contains recordings of two words, nine sentences and two
fragments of fluent speech, simulating happiness, surprise, sadness, anger and neutral
tone, spelled by professional actors. The emotional states were recorded in a theatre
room with an excellent acoustic. The emotions were correctly recognized in 67% of
the cases. The happiness state was mostly confused with surprise; the sadness state
was confused with the neutral tone; 75% of the people listening to the recordings said
that it was difficult to identify the recorded emotions. Each voice recording has
attached video information. The database also contains information about the profile
of the speakers. To increase the consistency of the assessment of the emotion in the
speech, the researchers used a questionnaire for the assessing persons; questions such
as “how the emotions identification seems like”, “what are the factors which bring to
the correct identification of the emotions”, etc. help fine-tuning the assessment.

The Spanish database [4] contains recordings with seven emotions: happiness,
desire, fear, fury, surprise, sadness, and disgust; eight actors have pronounced the
sentences. Every speaker recorded the every sentence for three times, with various
levels of intensity of the emotions. The validation of the recorded emotions was made
by a test based on the questions: “mark the emotion which was recognized in each
recording”, “mark the credibility level of the speaker”, and “specify if the emotional
state was recognized and at what level”. The goal of the study was to describe a useful
methodology in the validation of the simulated emotional states. The quoted
researchers derived a set of rules describing the behavior of the main parameters of
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the emotional speech, in view of synthesizing emotional speech. The analyzed
parameters are the fundamental frequency trajectory, time, and rhythm. They obtained
the following characteristics of the emotional modulation [4]: i) for the joy state:
“increase of the average tone, increase of the variability of the tone, quick
modulations of the tone, [...] stable intensity, decrease [of] the silence time; [...]”; ii)
for fury state: “variation of the emotional intonation structure, short number of
pauses, increase of the intensity from beginning till the end, variation of timber,
increase of the energy; [...]”; iii) sadness state: “decrease of the average tone,
decrease of the variability of the tone, no inflexions of the intonation, decrease of the
average intensity.”

The above-quoted analysis leaves many unanswered questions on the variation of
objective parameters, like formants, from one emotion to another. In the research
reported here, we specifically address the characterization of emotions using the
objective parameters for the states reported in [4]. We also contrast the characteristics
of the voice for the above emotions with the normal (i.e., no emotion) speech. The
comparison of our results with the results reported in [4] may help identify inter-
language variations for the emotional speech.

3 Methodology, Database, and Analysis Tools

We place a high emphasis on the methodology of acquiring and analyzing emotional
speech; this justifies the length of this section. In the first place, while we value the
use of dramatic actors to produce emotional speech, we argue that speech by
“normal” people should be the primary focus of a sound research in the field, if it
were to obtain results for everyday applications. The database contains short
sentences or phrases fragments, with different emotional states. We recall that the
emotions investigated are sadness, joy, fury and neutral tone. The files are classified
in class A (feminine voice) and class B (masculine voice). The speakers are persons
aged between 25-35 years, born and educated (higher education) in the middle area of
Moldova (Romania), without manifested pathologies. The recordings use a sampling
frequency of 22050 Hz, 24 bits. Every speaker pronounced the sentence for three
times, following the recording protocol. The persons have been previously informed
about the objective of the project and they signed an informed consent in accordance
with to the Protection of Human Subjects Protocol of the U.S. Food and Drug
Administration and with Ethical Principles of the Acoustical Society of America.

The database contains two types of protocols, namely the recording technical
protocol and the recording documentation one. The recording protocol contains
information about the noise, the microphone used, the soundboard etc. The
documentation protocol contains information on the speaker’s profile — linguistic,
ethnic, medical, educational, and professional information; for details, see [10].

The sentences are: 1. Vine mama. (Mother is coming) 2. Cine a facut asta. (Who
did that?) 3. Ai venit iar la mine. (You came back to me) 4. Aseard. (Yesterday
evening). The consistency of the emotional content in the speech recordings has been
verified by the evaluators; the emotion confusion matrix has proved that all emotions
are identified with a rate of more than 67% by the evaluators.
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Today, there is no standard model for the emotional annotation process [13]. The
sentences have been annotated using the Praat™ software (www.praat.org) at several
levels: phoneme, syllable, word, and sentence. In this paper, the analysis refers only
to the sentences “Aseard” and “Vine mama”, as pronounced by eight persons, three
times each, i.e., a total of 192 recordings. The values of the formants were determined
using four tools: Praat™, Klatt analyzer™ (www.speech.cs.cmu.edu/comp.speech/
Section5/Synth/klatt.kpe80.html), GoldWave™ (www.goldwave.com), and Wasp™
(www.wasp.dk). Every tool produces a value for each formant. We compared the
obtained values for the emotional states. In case where three out of four values are
increased, the conclusion is that the values of the formants increase. Where there are
clear discrepancies between subjects or between results obtained with different tools,
we cannot draw any conclusion and we say that the values of the formants are
fluctuant. There are cases when the tools (e.g. Praat) cannot determine the value of the
formant (see the table 1).

Table 1. The values of FO [Hz] obtained with several tools, for the one-word utterance
Aseard®, for the states happiness and sadness (person # 77777m)

Tools Happiness
FO/a FO/ea FO/a
GoldWave™ 100-150 100-200 400-500
Wasp™ 117 166 467-490
Klatt analyzer™ 106 176 476
Praat™ 112 165 481
Tools Sadness
FO/a FO/ea FO/a
GoldWave™ 80-150 100-150 100-150
Wasp™ 78 77 74
Klatt analyzer 88 123 106
Praat™ undefined 81 479

We have been confronted with several problems in the determination of the
formants, namely with large disagreements between values provided by different
applications. According to Klatt Analyzer™, the F1 formant for vowel i is “missing”.
Notice that, sometimes, it is difficult to determine visually the formants in the
spectrograms using the GoldWave™. The difficulties are largely due to the
imprecision of the definitions of the pitch and of the formants, especially for non-
stationary signals. The nonlinear behavior of the phonatory organ, which is well
documented in the medical literature as well as in the recent info-linguistic literature,
[8], [9], determines a lack of significance of the parameters defined in the frame of the
linear theory of speech analysis.

The differences in the results obtained with various tools reflect the theoretical
limits of the formant parameters, as well as the capabilities of the various
approximation methods used in the tools. These inconsistencies are one reason why
the results we report should be considered preliminary, although we made every effort
to obtain the results according to the best present knowledge.



258 H.-N. Teodorescu and S.M. Feraru

With respect to other voice databases, we are insisting on some methodological
aspects, namely the using of “natural voices”, i.e. non-artist speakers which show
“everyday emotions”, and the use of inter-validated tools to determinate the formants
and intra-validated (per speaker) emotional utterance.

4 Results of the Analysis of Speech with Manifest Emotions

The main results obtained in the analysis are listed in the Tables 2-5. The main rules
we obtained, based on the results on the analyzed eight subjects, are listed at the end
of this Section. In the tables, “-“ means a decrease of the obtained values in first
emotion, compared to the second emotional state; these couples of states can be
happiness compared with sadness, fury compared with sadness, happiness with fury,
and any emotion compared to normal tone. Also, “4” means an increase, while “+”
means fluctuant, i.e. no conclusion can be derived. The “a”, “ea”, and “a” represent
the first vowel, the diphthong, respectively the last vowel in the word “aseara”.

As a general conclusion, the states happiness and sadness, on one side, and fury
from sadness, on the other side can be easily distinguished in all cases. It is more
difficult to distinguish between happiness and fury. The utterance analyzed in the
tables 2, 3, and 4 is “Aseara”; in table 5, the utterance is “Vine mama”.

Table 2. The tendency for the FO, F1, F2 formants for the eight persons (- =increase, +
=decrease, + =fluctuant) for the states happiness and sadness versus happiness and fury

Subject FO F1 F2
a ea a a ea a a ea A
20048f -/% +/+ +/+ +/+ +H+ || +H+ +/+ +/+
01312f +/+ +/+ +/+ +/+ +/+ |4+ - +/+ +/+
55555¢f +/- +/+ -/- +/- +/- -/- +/+ +/+ +/+
123456f -/- +/+ +/+ +/+ +/+ |+ 4+ +/+ +/+
T7777Tm +/+ +/+ +/+ +/+ +/-  |++|  H+ +/+ +/+
263315m +/+ +/+ +/+ +/- +/+ -/- +/+ +/- +/+
14411f +/+ -/- -/+ -/- -/- +/- -/- +/+ -/-
26653m +/+ -/+ +/+ -/+ -1+ -/- -/- -/- +/-
General +/ +/  |partly+/|partly+/| partly+/ | +/ | partly+/| +/ | partly+/
+ + + + + - | partly+ |partly+| partly +

For the utterance “Aseara”, the obtained values for the FO, F1, F2 formants of the
diphthong “ea” for all the persons increase in the happiness compared with sadness
state; the values for the F1, F2 formants of the first vowel “a” and for the F2 formant
of the last vowel “a” in the word “aseara” increase too (see table 2).

For the utterance “Aseara”, the obtained values for the FO formant of the diphthong
“ea” for all the persons increase in fury state compared with neutral tone; the values
for the F1 formant of the first vowel “a”, of the diphthong “ea” in the word “aseara”
increase too (table 3). Notice that, from table 2, no significant conclusions can be
derived related to (joy; furry), except that the values for the formants are fluctuant
(table 2); thus, the states (joy; furry) can not be reliably distinguished.
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Table 3. The tendency for the FO, F1, F2 formants for the seven persons, for fury and sadness

Subject FO F1 F2
a ea a a ea a a ea A
20048f - + + + - + R + +
01312f - + + + + + + + +
55555f + + - + + + + + +
123456f + + + + + + - + +
7777Tm + + + + + + + + +
263315m + + + + + + + + +
14411f + - + - + + - + -
General + partly+ + |partly+| partly+ | + + + +

For the sentence “Aseara”, the obtained values (table 4) for the FO and F2 formants
of the diphthong “ea” and, partly, of the last vowel “a”, for all the persons, increase
in the couple (happiness; neutral tone); the values for the F1 and, partly, F2 formants
of the first vowel “a” respectively of the diphthong “ea” increase too. Table 5 shows,
for the sentence “Vine mama”, the same problems as table 2, with regard to the
fluctuations of the formants values.

Table 4. The tendencies for the FO, F1, F2 formants for the seven persons, for happiness and
neutral tone

=

Subject FO F2

a
&
o
a
&

20048f -
01312f
55555f
123456f
77777m
263315m
14411f
General

+

+

+ [+ |||+ |
e I T S I P

+ |+ |+ |+ |+
W+ |+ |+ [ [+ e
W+ |+

o o o N A E

+ |+ |+ |

W |+
+ W+ |+ [+

|+

+
+
I+
I+
+
+

[73%1]

Notice in table 5, that the obtained values for the FO formant of the vowels “e” in
the word “vine”, the first “a” (al) and the last “a” (a2) in the word “mama”, increase
in the happiness state compared with sadness state, for all the persons.

Comparing the results obtained on both phrases, the additional rules are derived.

e The obtained value for the FO, F1, and F2 formants in the couple (happiness;
sadness state) increase in both situations, but the increasing tendency is more
evident in the case of the sentence “Vine mama”. The values for the FO formant
increase for all subjects, while for the sentence “Aseard” there is a subject not
obeying the rule (see tables 2 and 5).

e In the couple (happiness; neutral tone), the fluctuations of the values for the
formants are similar for the “Aseard” and “Vine mama” sentences.

e In the couple (fury; sadness), the obtained results in the case of “Vine mama” are
more fluctuant compared with the results for the sentence “Aseara”.
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e In the couple (fury; neutral tone), the obtained results in the case of “Aseard” are
more fluctuant compared with the results for the sentence “Vine mama”.

Table 5. The tendencies for the FO, F1, F2 formants for the six persons, for happiness and fury
versus for happiness and sadness

Subject FO F1 F2
e al a2 e al a2 e al a2
20048f | +/+ +/+ +/+ -/+ -/+ +/+ -/+ -/- +/+
01312f | +/+ | +/+ +/+ -/- ++ H+ | Hx | +H+ | +H+
55555f | -+ | #H+ +/+ -/ */- -/+ s/ | 4+ */+
123456f | +/+ | +/+ ++ ++ ++ H+ | ++ | -+ */+
T777Tm | +/+ | #/+ ++ +/+ +/+ H+ |+ | A+ |+
263315m | +/+ | +/+ ++ ++ +/+ -/+ ++ | +H+ | +H+
General +/ +/ partly+/ +/ +/ +/ +/ +/ |partly+/
+ + + artlyH partly+ |partly+ partly+partly+ partly+

The recognition systems of emotional states must be trained by speaker in order to
distinguish the fury. The emotional intra-speaker states can be clearly distinguished,
but we cannot specify the emotional inter-speaker states.

Comparing the prosody for happiness with that for fury, in the Romanian language,
we noticed amazing similarities with the other European language. Even more
remarkable, the other two languages where the same findings where reported on
ambiguity between happiness and fury are of different roots than Romanian: while the
Romanian is a Latin language with Slavic influence, the other two languages are
German and Greek. We hypothesize that all Indo-European languages have a similar
representation of emotion and the same resemblance between happiness and fury.
This general conclusion on similarity of emotion representation in European
languages, disregarding their particular roots, is preserved for all emotions.

5 Discussion and Conclusions

The reported research had the general but somewhat diffuse aim of determining
whether there are prosodic features that support the interrelationship theory of
language. The choice of the paralinguistic features in prosody, selected for the
analysis, has been motivated by the analysis of manifest, intentional emotions.

For sentences uttered with manifest emotional load in the Romanian language, we
found that most informative regarding the emotions is the change of the pitch. This
conclusion is compatible with some findings reported for other languages. In contrast,
we found that the accented vowels do not carry significantly more emotional
information than the non-accented vowels; rather, the opposite is true. This
conclusion is a departure from findings by other authors, for different languages. We
need to further analyze this issue to determine its validity for a larger number of
sentences and subjects. We also found that some higher formants, F1 and F2, in both
accented and non-accented vowels, are also essential in conveying emotional
information, at least from the perspective of the voice personality of some speakers.
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Regarding the available speech analysis tools, we conclude that no tool provides

irrefutable results. While we used four tools and compared the results, no one is
significantly better than the others are. We have indicated a methodology to choose
astable section of the vowels for the analysis, to improve consistency in
measurements, but even using this methodology, the lack of good formant extractors
restricts today possibilities of obtaining high confidence in the results.
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Abstract. In our paper we examine the usage prosodic features in speech
recognition, with a special attention payed to agglutinating and fixed stress lan-
guages. The used prosodic features, acoustic-prosodic pre-processing, and seg-
mentation in terms of prosodic units are presented in details. We use the expres-
sion “’prosodic unit” in order to make a difference from prosodic phrases, which
are longer. We trained a HMM-based prosodic segmenter reliing on fundamental
frequency and intensity of speech. The output of the prosodic segmenter is used
for N-best lattice rescoring in parallel with a simplified bigram language model
in a continuous speech recognizer, in order to improve speech recognition perfor-
mance. Experiments for Hungarian language show a WER reduction of about 4%
using a simple lattice rescoring.

1 Introduction

Prosodic features are an integral part of every spoken language utterance. They pro-
vide cues for the listener for the decoding of syntactic and semantic structure of the
message. Moreover, they also contribute to the expression of speaker’s emotions and
communicative intent. On different linguistic levels, accents, breaks, rhythm, speaking
rate, etc. play an important role in syntactic classification of each element of a message.
In addition to this, intonation carries information also about sentence modality, which
might be very important in several speech applications (like information retreival sys-
tems for example, where it is crucial in terms of correct speech understanding to be
able to differentiate questions from statements). This information contained in prosody
can and should be exploited in automatic speech recognition in order to improve speech
recognition and understanding performance by decoding information that is only car-
ried by prosody and also by ensuring a redundant parameter sequence for the whole
speech decoding process itself.

Hungarian, as a language of the Finno-Ugrian family, is a highly agglutinating lan-
guage (a noun might even have more than 1000 different forms) characterized by a rela-
tively free word order. Syntactic relations are expressed by case endings (the number
of possible case endings is also very high, Hungarian distinguishes about 18 cases).
The agglutinating property also results in a relatively higher average word length. In
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addition to this, Hungarian is a fixed stress language, stress falls always on the first syl-
lable of a word. Due to this atypical” organization of such languages, standard methods
developed mainly for English speech recognition are not directly applicable for highly
agglutinating languages. Well-known problems are the larger size of vocabulary and the
radically increased complexity of statistical language models - characteristics of all such
languages. We beleive that prosody might help to overcome a part of these difficulties.

Using prosodic features in automatic speech recognition is not a trivial task, how-
ever, several attempts prooved to be succesful in this domain. Veilleux and Ostendorf
[1] presented an N-best rescoring algorithm based on prosodic features and they have
significantly improved hypothesis ranking performance. Kompe et al. presented a sim-
ilar work for German language in [2]. Gallwitz et al. described a method for integrated
word and prosodic phrase boundary recognition [3]].

This paper presents how prosodic features can be used to improve speech recognition
of agglutinating and fixed stress languages. Finally, we summarize the results of such
an experiment in which a prosodic segmenter was integrated into a Hungarian speech
recognizer.

2 Exploiting Prosodic Information

2.1 Acoustic Prosodic Features

For representation of prosody, fundamental frequency (Fp), energy level and time
course were measured. Fy and energy, measured at the middle of vowels of the ut-
terance, and the duration of the vowels in the syllable (nucleus duration) are presented
in a Hungarian sentence in Fig[Il In this example, the peaks of energy and fundamental
frequency clearly represent the first syllables of the words. Of course, a strict word-level
segmentation based on prosody is not always feasible, since usually not all words have
accent within a sentence. (Such a word level segmentation algorithm was described in
[4].) Fig. Millustrates that syllable prominence in Hungarian is governed mainly by in-
tensity and Fp. Syllable length, it was found, is not greatly influenced by the stress [4].

2.2 Acoustic Prosodic Pre-processing

The extraction of prosodic information is performed using the Snack package of KTH
[B]]. A window of 25 ms is used for the extraction of both £y (AMDF method) and in-
tensity. The frame rate was 10 ms. The Fy contour is firstly filtered with our anti-octave
jump tool to eliminate frequency halving or doubling. This is followed by a smoothing
with a 5 point mean filter (5 point means 50 ms) and then the log values of Fj are taken
which are linearly interpolated. The interpolation does not affect pauses in Fy longer
than 250 ms. Interpolation is omitted if the initial value of Fy after the Fy-gap is higher
than a threshold value. This threshold value depends on the last measured Fy values
and equals the 110 % of the average F{, value of the three last voiced frames before the
gap (unvoiced period). The intensity contour is simply mean filtered, using again a 5
point filter. Hereafter, delta and acceleration coefficients are appended to both F{y and
intensity streams. These coefficients are computed with a regression-based formula. The



264 G. Szaszak and K. Vicsi

i . . . ) —+—Fo [Hz]
Titkarul szerzddtette a fékonzul lanyat. — = Duration [ms]
---a-- Energy [dB]
—  -10d8
a
y -

" — - - __ 0B

- ‘a . Y 200 Hz

S B A - P ~._  200ms

s - : - . .
Y - “ — - —  S0aB
—_ ~ L. e PR
[ A g e T g

S 7 , 10s
~ S0 Hz

- 50 ms

Syllable boundaries

Fig. 1. Iy and intensity levels measured at the middle of vowels and duration of the vowels in the
syllables in a Hungarian sentence ’Titkarul szerzddtette a fékonzul ldnyat.” The syllable sequence
is presented on the X axis.

regression is performed in 3 different steps with increasing regression window length:
firstly with a window of £10 frames, secondly with a window of +25 frames and fi-
nally, a window of £50 frames is used. This means that the final feature vector consists
of 14 elements (original Fy and intensity data + 3-3 delta + 3-3 acceleration components
for both of them).

2.3 Speech Material

The speech material was chosen from the BABEL [6] continuous read speech database-
and consisted of 1600 sentencesfrom 22 speakers. The database was segmented in terms
of prosodic features by an expert, reliing on waveform, Fp, intensity and subjective
judgement after listening to the utterance. During the segmentation, prosodically well
marked units were looked for, which were found to be tipically short speech segments
consisting of one or some more word(s). Forward in the article, these units will be
called prosodic units in order to differentiate them from prosodic phrases, especially
because prosodic units are considerably shorter than prosodic phrases. Prosodic units
in fixed stress, agglutinating Hungarian that has free word order usually consist of an
initial stressed word followed by other, non or slightly stressed words. Labeling was
based on the following considerations: the typical Fy - and often also the intensity -
contour of such units is a less or more strong accent, followed by a slowly or suddenly
falling Fy (intensity). Of course, higher lingustic levels and their associated prosodic
features also influence the prosody as in case of some questions and phrase endings
that do not co-occur with sentence endings a slowly rising contour is the most likely. In
this latter case, intonation often suppresses normal (high) accents which translates into
an inversed (low) accent. This means that in this case the first syllable of a word has
the lowest Fp / intensity value. However, all labels were placed in a manner that they
coincide with word boundaries. The used 7 labels are presented in Table[Tl

2.4 Automatic Prosodic Segmentation

In order to carry out prosodic segmentation, a small HMM set was trained for all the
7 prosodic unit types in Table[Il The training methodology of the prosodic segmenter is
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Table 1. Prosodic units used for segmentation

Prosodic label Description
me Sentence onset unit
fe Strongly stressed unit
fs Stressed unit
mv Low sentence ending
fv High sentence or phrase ending
S Slowly falling Fp / intensity (after fv)
sil Silence

identical with the one used in [4]], the acoustic pre-processing is done as shown in sec-
tion[2.2] Here, the recognition of prosodic units is based on Viterbi decoding, similar to
the case of speech recognition. However, as prosodic features are processed as vectors
of 14 elements and a strict prosodic grammar is used, the prosodic decoding process is
very fast. During prosodic recognition, a sophisticated sentence model is used as a con-
straint. This supposes that each sentence is built from one or more prosodic phrase and
constituting prosodic phrases are composed from prosodic units. The sentence model
requires that each sentence begin by a sentence onset unit (me) and end by either a low
sentence ending unit (mv) or a phrase ending unit (fv). Stressed units (fe and fs) are
allowed to appear within a sentence. The fe symbol refers to a stronger accent typi-
cally found at the beginning of a new phrase within a sentence. The slowly falling unit
(s) is allowed optionally, but only immidiately after a phrase ending (fv). Between all
sentences, a silence (sil) is supposed.

Since prosodic features (often called also supra-segmental feautures) contain infor-
mation on higher level than basic recognition units (ie. phonemes), it is worth blurring
the boundaries of the prosodic units. This means that the prosodic unit boundaries pre-
dicted by the prosodic module are transformed to a probability density function that
predicts rather the likelihood of prosodic unit boundaries than their exact location in
time. To implement this in an easy way, a cosine function in the [—m, 7] interval is
matched against the predicted prosodic unit boundary + AT interval. Thus, within the
interval of [tp — AT, tp + AT] the Lp log likelihood of prosodic unit boundary is
defined as:

Lp(t) = C * cos( +C (1)

s
2AT 2
where tp is the location of the predicted prosodic unit boundary on the time axis,
teftp — AT, tp + AT], C is a constant. Otherwise the value of L is regarded to be 0.

During the experiments presented in section[dl, AT was equal to 10 frames (100 ms).

3 Speech Recognition Using Prosody

In our speech recognizer with integrated prosodic segmenter module, speech
recognition is done in two subsequent stages. In the first stage, an N-best lattice is
generated. The output of the prosodic segmenter is then combined with this lattice us-
ing a rescoring algorithm presented in section The rescored lattice is then used
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Fig. 2. Speech decoding process using prosodic features

in the second pass recognition that yields the final recognition results. This process is
illustrated in Fig.

3.1 First Pass Recognition

In the first pass of speech decoding Viterbi algorithm-based standard lattice genera-
tion and prosodic segmentation is done in parallel. Currently, the speech recognizer
(lattice generator) and the prosodic segmenter modules work independently, hence no
information about word or phone alignment hypotheses are transferred from the speech
recognizer to the prosodic segmenter module.

In this stage, a special bigram language model is used for recognition. In order to
investigate the effect of prosodic information, bigram weights can even be set to an
equal value. In this case, the bigram model will contain only binary information whether
a word sequence is allowed or not. In this way, a part of the information contained in
a statistical bigram is supposed to be replaced by prosodic information. This approach
also allows to partly overcome diffculties in bigram language model generation and
usage in case of highly agglutinating languages, hence for large vocabulary applications
for such languages, generating an N-gram language model is often blocked by data
sparsity problem.

3.2 Lattice Rescoring

The rescoring of the N-best lattice created in the first pass speech recognition process
is based on the output of the prosodic segmenter. The principle of rescoring is to remu-
nerate word or word-chain candidates whose boundaries match the prosodic segmenta-
tion and to punish those which contain a prosodically predicted unit boundary within
themselves. To do this, all arcs are collected from the word hypotheses graph (arcs cor-
respond to distinct words in such graphs). Then, for each arc, two additional scores are
calculated in addition to the Scyrigina; Original score in the lattice given by the speech
recognizer. All scores used are interpreted as logaritmic scores.

The renumerating score (S¢enum) is computed based on the degree of co-occurence
of prosodic unit boundaries and the initial and terminal nodes of the arc:

Screnum = waLB(tstart) + waB (tend) (2)

where L g is computed from (@), ¢4, and tc,q refer to the start ans end nodes (times)
of the arc, w, and w; are constant weights. For simplicity, w, = w, = 0.5 in @). A
similar punishment (Scpynisp) score is computed for in-word frames of each arc:
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N—-k—1

Scpunish = Z LB(Z) (3)

i=k+1

where L is got from (), N is the number of frames in the arc, k is an integer
2k < N,k = AT. The reason for the skip in (@) defined by k is to allow prosodic
unit boundaries to be a bit shifted. The highest scores will be added to arcs which fit
the best the prosodic segmentation. The new score (S¢ escoreq) in the rescored lattice
is given by:

Screscored = woscoriginal + wc(Screnum - Scpunish) (4)

where w, and w,. are the corresponding weights. In experiments shown in section[d] the
weights used were w, = 1 and w, = 2.5.

3.3 Second Pass Recognition

At this final step, the rescored lattice is used as a grammar for speech recognition.
Recognition at this stage is very fast, because possible hypotheses are evaluated by
simply parsing the word graph defined by the lattice. The final recognition result is
output at the end of the second pass.

4 Experimental Tests

For experimental tests, a medical application for Hungarian language [[7] was selected
which ensures the transcription of medical reports in radiology (abdominal ultrasonog-
raphy). This task has a relatively small vocabulary (5000 words). The speech recognizer
itself was a state of the art speech recognizer trained by the HTK toolkit [8]. This recog-
nizer uses phoneme models (37 models for Hungarian), speech is pre-processed in the
”standard” way using 39 coefficients (12 MFCC + energy + 1st and 2nd order deltas)
and 10 ms frame rate, the output distribution is described by 32 Gaussians. The recog-
nizer was trained with acoustic data from the Hungarian Reference Database [[7] using
approx. 8 hours of speech. In addition to this baseline recognizer, the system was ex-
tended by the prosodic segmenter unit described in[2.4] as presented in section[3l During
experiments, only a simplified bigram language model was used. This means that the
bigram model contained only binary information whether a word sequence is allowed
or not. (For reasons explained in section [3.I)). The word insertion log probability was
set to -25, the prosodic score scale factor was 2.5 (see equation (@))). These settings were
obtained after empirical optimization.

The performance (ratio of correctly recognized words and WER reduction) of the
extended system was compared to the baseline recognizer. Results for 6 selected test
sequences are presented in Table [2I The selection of these presented utterances was
representative. As it can be seen in Table 2] rescoring of the N-best lattice based on the
output of the prosodic segmenter usually improves the performance of the recognition
system. However, in some cases (for example ID 16 in Table ), performance is worse
after rescoring (WER reduction is less than 0). On the other hand, a sometimes very
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Table 2. Correctly recognized words in case of the baseline speech recognizer (“Baseline”) and
of the recognizer extended by the prosodic module ("Prosodic”’) and WER reduction for 6 repre-
sentatively selected medical reports

Speaker Words correct [%] WER re-
ID  Baseline Prosodic duction [%]

03 71.2 78.9 10.9
07 78.8 80.6 3.6
08 84.6 84.6 0.0
10 70.8 722 2.0
16 68.3 66.7 -2.4
19 83.8 90.5 8.1

All20 7599  78.89 3.82

high WER reduction was reached (for example ID 03). In this case we usually found
utterances of proper and careful - but of course natural - prononciation, also in terms
of prosodic constituents. The overall results for all 20 test medical reports show total
WER reduction of 3.82%.

Test utterances which show a slightly higher WER after prosodic rescoring of the
word hypotheses graph were further analysed in order to reveal the reason for the in-
creased WER values. It was found, that the higher WER was caused by the errors of
prosodic segmentation, in which case prosodic unit boundaries were placed in the mid-
dle of words. On the other hand, omission of a prosodic unit boundary by the prosodic
segmenter did not influence system performance. If the correctness of prosodic segmen-
tation is defined as the ratio of the number of correctly placed prosodic unit boundaries
and of the number of all placed prosodic unit boundaries, this ratio was found to be
79.7% in case of medical reports. A prosodic unit boundary was regarded as correct if it
did not deviate more than A7’ = 100ms from real prosodic unit boundary placed by hu-
man expert. In our opinion, the reason for a considerable part of prosodic segmentation
errors was the supra-segmental nature of prosodic features (since the typical duration of
a phoneme is about 80-100 ms in Hungarian, and we had to use a severe lattice rescor-
ing in terms of the allowed prosodic unit boundary deviation defined by equation ().
By allowing communication between prosodic segmenter and first pass speech recog-
nizer modules (ie. by using phoneme - and hence syllable - alignment information in
the prosodic segmenter), this error can be further minimized.

5 Conclusions

In our paper we presented the use of a prosodic segmenter in speech recognition pro-
viding a more detailed prosodic segmentation than detection of phrase boundaries. The
output of the prosodic segmenter was used to rescore N-best lattices in parallel with
a simplified language model. Obtained results show a WER reduction of 3.8% for
a Hungarian medical speech recognition task. The detailed prosodic segmentation also
can provide a syntactic analysis of spoken utterances in natural language processing,
however, this issue has not been investigated yet in the paper. The approach is adaptable
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to all fixed stress languages or means an alternative or additional information source for
language modeling in case of agglutinating languages, where N-gram language model
generation and usage reveal several difficulties.
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Abstract. This paper presents a systematic study of performance of TempoRAl
Patterns (TRAP) based features and their proposed modifications and combina-
tions for speech recognition in noisy environment. The experimental results are
obtained on AURORA 2 database with clean training data. We observed large
dependency of performance of different TRAP modifications on noise level. Ear-
lier proposed TRAP system modifications help in clean conditions but degrade
the system performance in presence of noise. The combination techniques on the
other hand can bring large improvement in case of weak noise and degrade only
slightly for strong noise cases. The vector concatenation combination technique
is improving the system performance up to strong noise.

1 Introduction

In recent years, Temporal Pattern (TRAP) based feature extraction has become popular
and especially systems combining TRAP with conventional parameters such as MFCC
or PLP exhibit good performances [1]].

Unlike mostly used features which are based on full spectrum with short time con-
text, temporal pattern (TRAP) features are based on narrow band spectrum with long
time context. These features are derived from temporal trajectory of spectral energy
in frequency bands in two steps: First, critical band trajectory is turned into band-
conditioned class posteriors estimates using nonlinear transformations — neural net.
Second, overall class posteriors estimates are obtained by merging all band-conditioned
posteriors. The merging is done by another neural net. Overall class posteriors trans-
formed into form required by a standard GMM-HMM decoder are called TRAP (or
TRAP-based) features. The fact that the first step of TRAP processing happens in fre-
quency bands should make TRAP-based features robust in frequency selective noise.
In [2]], TRAP features were tested with the Qualcomm-ICSI-OGI features on the
AURORA 2 database.

Since, numerous modifications of TRAP features were proposed and tested. The
concatenation of several critical bands was tested in [4]]. In addition, the Principal Com-
ponent Analysis (PCA) was performed on concatenated vectors and the resulting bases

* This work was partly supported by European projects Caretaker (FP6-027231), by Grant
Agency of Czech Republic under project No. 102/05/0278 and by Czech Ministry of Edu-
cation under project No. MSMO0021630528. The hardware used in this work was partially
provided by CESNET under projects No. 119/2004, No. 162/2005 and No. 201/2006.
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Fig. 1. Integrating and differentiating PCA bases

were used for dimensionality reduction. It was observed that the PCA bases have sim-
ilar shapes as the Discrete Cosine Transform (DCT) bases. Further, the majority of the
PCA bases for three concatenated critical band energy trajectories have shapes which
perform integration and differentiation of individual critical bands (see Fig.[I). In bases
performing integration, all parts corresponding to individual bands have similar shape.
In bases performing differentiation, the part corresponding to the middle band is close
to zero and the shapes for border bands have opposite phases.

In [3] integrating and differentiating of critical bands is applied directly on the cri-
tical band spectrogram prior to the temporal pattern selection, creating so called mod-
ified temporal pattern (MTRAP). It was shown that one modification (integration or
differentiation) itself does not achieve the performance of the basic TRAP system. The
combination of two MTRAP systems or MTRAP and basic TRAP system is necessary.
Possible combinations are examined in [6] showing the effectiveness of simple vec-
tor concatenation technique where temporal patterns from differently modified critical
band spectrograms are concatenated on the input of band-conditioned neural net. How-
ever, all results are obtained on a small task (digits) on clean telephone speech and the
robustness of the proposed improvements to noise was not verified.

We made efforts to evaluate the proposed techniques on noisy speech from Au-
rora 2 database while having only clean training data to see whether these techniques
are beneficial also in noisy conditions. The description of experimental setup is given in
section2l The following sections then give the overview of used techniques and results.
Section [ introduces TRAP-based feature extraction, section @] summarizes the multi-
band system and system with critical band spectrogram modification, and section
describes the combinations of TRAP systems. Conclusions are given in section[@

2 Experimental Setup

The AURORA 2 database was designed to evaluate speech recognition algorithms
in noisy conditions. The framework was prepared as contribution to the ETSI STQ-
AURORA DSR Working Group [[7]. The database consists of connected digits task
(11 words) spoken by American English speakers. A selection of 8§ different real-world
noises has been added to the speech with different signal to noise ratio (SNR). The
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noises are suburban train, crowd of people, car, exhibition hall, restaurant, street, air-
port and train station. The noise levels are 20dB, 15dB, 10dB, 5dB, 0dB and -5dB.

The training part of the database consists of 8440 utterances. Only the clean training
scenario is used in this work. The test part of the database consists of 4004 sentences
divided into 4 sets with 1001 utterances each. One noise with given SNR is added to
each subset. There are three test sets: A and B are noisy conditions containing noises
matching (A) and non-matching (B) the noisy training data. The test set C is corrupted,
in addition to noises, by channel mismatch. Each set thus represents an experiment with
unique noisy conditions.

For the training of neural nets, the training part of AURORA 2 was forced-aligned
using models trained on OGI-Stories database [8]. OGI-Stories were also added to the
neural net training set to enrich the phoneme context (in digits, phonemes are occurring
in the same context). The target 21 phonemes are those which occur in digits utterances
including silence. Other phonemes are not used for training but they create context in
TRAP vectors.

The reference recognizer shipped with AURORA was used. The number of results
per experiment is given by number of SNR and number of noises. To be able to compare
the results from different experiments, we report an average word error rate (WER) for
given SNR.

3 TRAP-Based Feature Extraction

To obtain the critical band energy trajectory, we have to get the critical-band spectro-
gram first. This is done by segmentation of the speech into 25 ms frames spaced by
10 ms. Then the power spectrum is computed from each speech frame and integrated
by 15 Bark-scaled trapezoidal filters. Finally, logarithm is taken.

In such critical-band spectrogram, the TRAP vector is selected as 101 consecutive
frames (center frame +/— 50 frames context) in a given frequency band. The TRAP
vector is mean and variance normalized and weighted by Hamming window. In case
the PCA or DCT dimensionality reduction is desired, matrix multiplication follows.
The resulting vector is then converted into band-conditioned class posteriors by a band-
specific band probability estimator — a three layer neural net trained to classify the
input vector in one of the 21 phonetic classes. All band-conditioned posterior estimates
are then concatenated in one vector. Before presenting this vector to the merger prob-
ability estimator to obtain the overall class posteriors, negative logarithm is taken.
Merger probability estimator is also a three layer neural net. Target classes are the same
21 phonemes as for band probability estimator. The block diagram of the TRAP system
which converts the critical-band spectrogram to phoneme posteriors estimates is shown
in Fig.

The TRAP-based features are obtained from phoneme posteriors obtained by taking
the logarithm and PCA decorrelation. This features form an input to the AURORA 2
GMM-HMM recognizer.

The resulting features are denoted basic TRAP and obtained results are shown in
Tab.[Il There is no dimensionality reduction (matrix multiplication) of TRAP vector in
basic TRAP features.
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Fig. 2. TRAP system for converting the critical band spectrogram to phoneme posteriors. After
post-processing, the resulting features are used in standard GMM-HMM recognizer.

4 Modifications

4.1 Multi-band TRAP System

The multi-band system was proposed in [4]. Three adjacent bands are used as input to
the band probability estimator. Frequency shift between two band probability estimators
input is one band. Features obtained by this system are denoted as 3b TRAP and the
results are shown on the 3rd line of Tab. [l

In [4]], it was also shown that the dimensionality reduction of concatenated TRAP
vectors can further improve the recognition accuracy. We used the neural net training
data to compute the PCA bases. The input 303 point long vector was reduced to 150
points. Features obtained by this system are denoted as 35 TRAP + PCA and the results
are shown on the 4th line of Tab. [Tl

4.2 Critical-Band Spectrogram Modification

According to study presented in [4], it is possible to replace the PCA bases by bases
created by concatenating the DCT bases in integrating or differentiating manner (see
Fig. [I). In [3]], this integration and differentiation was applied directly on the criti-
cal band spectrogram using so called modifying operators. It was also shown, that re-
placing the system with integration of critical band spectrogram by the Basic TRAP
system does not hurt the system performance but rather brings slight improvement.
Therefore, we will stick with basic TRAP and differentiation of the critical band spec-
trogram systems.

The frequency differentiating (FD) operator is a column vector F'D = [1,0, —1]T.
The modified critical band spectrogram (MCRBS) is computed as projection of the
operator on the original spectrum (CRBS). One point of MCRBS in given time ¢ and in
given frequency band f is computed as

f4fe
MCRBS(t, f)= Y FD(t,i)x CRBS(i) (1)
i=f—fe

where f. is the frequency context of the FD operator (in our case 1).
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The processing of the MCRBS is the same as for the Basic TRAP features. Features
obtained by this system are denoted as FD MTRAP and the results are shown on last
line of Tab.[Il

Table 1. WER [%] for different TRAP-based features

features clean SNR20 SNR15 SNR10 SNR5 SNRO SNR-5 average
MFCC 08 79 204 411 648 839 927 445
basic TRAP 19 65 10.7 192 378 69.0 877 332
3b TRAP 1.8 55 9.8 203 425 743 894 348
3b TRAP+PCA 14 5.7 127 323 69.0 885 91.7 43.1
FD MTRAP 21 7.6 152 331 63.1 845 908 423

Table 2. WER [%] of different Basic TRAP and FD MTRAP system combinations

combination clean SNR20 SNR15 SNR10 SNR5 SNRO SNR-5 average
lin ave 1.5 44 8.9 21.7 50.7 80.5 89.8 36.8
log ave 1.3 3.8 8.2 20.6 494 804 89.6 36.2
inventth=1.0 14 3.9 7.9 18.6 446 780 89.6 349
inventth=25 1.3 3.6 7.0 16.3 382 724 879 324
vector concat 1.6 4.2 7.6 156 364 709 885 32.1

5 System Combinations

Combination of TRAP system at different levels is examined in [6]. Simple multi-
stream combination and vector concatenation techniques were giving the best results.
Here, we apply the concatenation techniques on Basic TRAP and FD MTRAP systems.

5.1 Multi-stream Combination

This combination technique combines the final probability estimations from different
systems — i.e. outputs of merger probability estimators. The outputs from the TRAP sys-
tems are posterior probabilities P(qy|x;, §), where the gy, is the k*" output class of total
K classes, x; is the input feature vector at time ¢ and 6 is set of neural net parameters.
The systems have the same targets, thus we can use techniques for posterior probability
combination. The resulting posterior probability vector for combining I systems will
be P(qi|X;, ®) where X, is the set of all input vectors X; = {x},x?,...x/} and
© = {0,0%,...0"} is the set of all parameters.

First we performed an average of output probabilities, which simply averages the
outputs belonging to the same class. This combination of Basic TRAP and FD MTRAP
is denoted as /in ave and results are shown on the first line in Tab. 2l

Another possibility is to take the average of logarithm of output probabilities,
which is equivalent to geometric averaging of the linear posteriors. This multi-stream
system combination is denoted as log ave and results are shown on the second line
in Tab.
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Finally, we have explored entropy based combination inspired by [9], which is
actually a weighted average of output probabilities where weights are estimated for
each frame individually.

The entropy of i*" system outputs at given time ¢:

K

hi == Plglx}, 0%)loga(P(gxlx;, 0%)) @
k=1

can be used as confidence measure of this system. This information is used for weight-
ing the outputs of different systems. The weight for 7*" system at time ¢ is
- 1/hi
wi= M . 3)
> o1 1/hy

High entropy means that the posterior probabilities are approaching equal probability
for all classes. The stream with high entropy has less discrimination, therefore outputs
of such system should be weighted less. The stream with low entropy has higher dis-
crimination and its outputs should be weighted more. This weighting scheme prefers
the input stream which has higher disriminability, i.e. is more noise robust.

Inverse entropy weighting with static threshold was used in our experiments. If
the system entropy at given time is higher than a threshold, the entropy is set to a large
value: i ,
> /10000 i >1
ht‘{ Wi hi<th @)

If both systems have entropy bigger than threshold ¢k, both obtain small (but the same)
weight and the output will be equal to the average of both systems. If systems have small
entropy < th, the output will be given by the weighted average. If only one system has
entropy > th, this output will be suppressed by the small weight and the output will
be given by the system with entropy < th. We have tuned the threshold value and best
results were obtained with th = 3.5.

This combination of Basic TRAP and FD MTRAP is denoted as inv ent th = val
where val is the threshold value. The results are shown in Tab.

Critical band spectrum 1 V;lg'?ce f‘> Hamming |—— band
normalization windowing prot')ablhty$ ~
estimator UOJ
&=
mean : ==
. # Hamming band =
variance. windowing probability] $
normalization| imat
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Fig. 3. Block diagram of system with vector concatenation
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5.2 Vector Concatenation

The simple way of combination different feature vectors is to directly concatenate
them. The concatenation of the TRAP vectors obtained from different critical band
spectrograms is done on the input of band probability estimator. It means that all pro-
cessing (normalization, windowing, DCT) is done for each vector independently. Fig.[3]
shows the processing for system with vector concatenation. The results for vector con-
catenation system combination are denoted vector concat and are shown on last line
of Tab.

6 Conclusions and Discussions

The results for standard MFCC features are given for comparison on first line in Tab. [Tl
MFCC features gain better performance in clean conditions but are more vulnerable in
noisy conditions compared to basic TRAP features. Basic TRAP are set as a baseline
we compare the other TRAP-based techniques to.

The multi-band TRAP system achieves improvement for clean speech and speech
with SNR > 10dB. For stronger noises the performance is inferior to basic TRAP fea-
tures. We explain this behavior by the fact that concatenation of the TRAP vectors form
adjacent critical bands spreads the noise from one band to three band probability esti-
mators. Hence, instead of one impaired band-conditioned posterior estimates in case of
basic TRAP system, there are three impaired estimates and the overall estimates suffer.

The PCA dimensionality reduction improves the performance on clean speech in
agreement with [4]], but the deterioration in noisy cases is severe. This is due to the
fact that while doing the matrix multiplication, the change of one point in input vector
affects all points of output vector. Thus the noise affects the band estimates much more.

The FD MTRAP features has also very poor performance compared to the basic
TRAP but we expect them to help in combination.

The lin ave and log ave multi-stream combination are able to achieve better perfor-
mance for weak noises with SNR < 10dB, but the results for stronger noises are badly
affected by the system which is more vulnerable to the noise. This is — to some ex-
tent — solved by the inverse entropy based combination. By increasing the threshold,
additional improvement is obtained for smaller SNR (stronger noise), which means
that we effectively suppress the system with worse performance in noise. With the op-
timal threshold value th = 2.5 the combination achieves significant improvement for
SNR>5. For stronger noises, the performance is only slightly inferior to the basic TRAP
system.

The system combination with vector concatenation was a big surprise of our exper-
iments. It achieves better performance on strong noises than the inverse entropy multi-
stream combination and yet it keeps very good performance for week noises. Even
larger improvement was observed for system combination where 2-dimensional time-
frequency operator G2 [10] was used. This combination clearly outperformed all other
systems.

We conclude, that the multi-band TRAP techniques and dimensionality reduction
of TRAP vector by PCA (or DCT) are generally not good for recognition of noisy
speech. It is due the inherent spreading of noise samples to larger area. The multi-stream
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combination techniques, namely the inverse entropy combination, improve significantly
recognition of speech with weak noise (SNR > 5). The vector concatenation technique
can bring improvement also in strong noises up to SNR = 0.
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Abstract. In this paper we examine the quality of the prediction of intelligibility
scores of human experts. Furthermore, we investigate the differences between sub-
jective expert raters who evaluated speech disorders of laryngectomees and chil-
dren with cleft lip and palate. We use the recognition rate of a word recognizer
and prosodic features to predict the intelligibility score of each individual expert.
For each expert and the mean opinion of all experts we present the best features to
model their scoring behavior according to the mean rank obtained during a 10-fold
cross-validation. In this manner all individual speech experts were modeled with a
correlation coefficient of atleastr > .75. The mean opinion of all raters is predicted
with a correlation of r =.90 for the laryngectomees and r =.86 for the children.

1 Introduction

Until now speech disorders are evaluated subjectively by an expert listener showing
only restricted reliability. For scientific purposes therefore a panel of several expert
listeners is needed. For the objective evaluation we developed a new method to quantify
speech disorders. In our recent work we evaluated our method with patients whose
larynx was removed (laryngectomees) and children with cleft lip and palate (CLP).

By removal of the larynx the patient looses the ability to speak. The patient’s breath-
ing is maintained by a detour of the trachea to a hole in the throat—the so called tra-
cheostoma. In order to restore the speech ability of the patient a shunt valve is placed be-
tween the trachea and the esophagus. Closure of the tracheostoma forces the air stream
from the patient’s lungs through the esophagus into the vocal tract. In this way, a tra-
cheoesophageal voice is formed. In comparison to normal voices the quality of such
a voice is low [[1]]. Nevertheless, it is considered as state-of-the-art of substitute voices.

Children with cleft lip and palate suffer from various graduations of speech disorders.
The characteristics of these speech disorders are mainly a combination of different ar-
ticulatory features, e.g. nasal air emissions that lead to nasality, a shift in localization of

* This work was supported by the Johannes-und-Frieda-Marohn Stiftung and the Deutsche
Forschungsgemeinschaft (German Research Foundation) under grant SCHU2320/1-1.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 278 2007.
(© Springer-Verlag Berlin Heidelberg 2007



Intelligibility Is More Than a Single Word 279

Table 1. Correlations of the individual raters to the mean of the other raters

laryngectomees children
rater mean of other raters rater  mean of other raters
r p r p
rater L .84 .82 rater B .95 .92
rater S .87 .84 rater K .94 .93
rater F .80 17 rater L 94 .93
rater K .81 .83 rater S 94 .92
rater H .80 77 rater W .96 .92

articulation (e.g. using a /d/ instead of a /g/ or vice versa), and a modified articulatory
tension (e.g. weakening of the plosives /t/, /k/, /p/) [2].

In [1]] it was shown that—next to the recognition rate of a speech recognizer—
prosodic features also hold information on the intelligibility. In this paper we success-
fully combine both approaches to enhance the prediction quality of our automatic eval-
uation system for speech disorders. Furthermore, we investigate the individual differen-
ces in intelligibility perception and their relation to the prosodic information.

2 Databases

The 41 laryngectomees (mean 62.0 + 7.7 years) with tracheoesophageal substitute
voice read the German version of the fable “The North Wind and the Sun”. It is phoneti-
cally balanced and contains 108 words of which 71 are unique.

The children’s speech data was recorded using a German standard speech test (PLA-
KSS [3]). The test consists of 33 slides which show pictograms of the words to be
named. In total the test contains 99 words which include all German phonemes in diffe-
rent positions (beginning, center and end of a word). Additional words, however, were
uttered in between the target words, since the children tend to explain the pictograms
with multiple words. Informed consent had been obtained by all parents of the chil-
dren prior to the examination. The database contains speech data of 31 children and
adolescents with CLP (mean 10.1 4 3.8 years).

All speech samples were recorded with a close-talking microphone (DNT Call 4U
Comfort headset) at a sampling frequency of 16 kHz and quantized with 16 bit. The data
were recorded during the regular out-patient examination of the patients. All patients
were native German speakers, some of them using a local dialect.

3 Subjective Evaluation

Both corpora were evaluated by a panel of five speech experts. The experts rated each
turn on a Likert scale between 1 = very good and 5 = very bad. So a floating point
value was computed for each patient to represent his intelligibility, as commonly used
for scientific purposes.

In order to compare the scores we computed Pearson’s product moment correlation
coefficient 7 and Spearman’s correlation coefficient p. Table [Tl shows the agreement of
the individual raters to mean of the respective other raters.
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4 Automatic Speech Recognition System

A word recognition system developed at the (deleted) was used. As features
we use mel-frequency cepstrum coefficients 1 to 11 plus the energy of the signal for
each 16 ms frame (10 ms frame shift). Additionally 12 delta coefficients are computed
over a context of 2 time frames to the left and the right side (56 ms in total). The recog-
nition is performed with semi-continuous Hidden Markov Models (HMMs). The code-
book contains 500 full covariance Gaussian densities which are shared by all HMM
states. The elementary recognition units are polyphones [4]. The polyphones were
constructed for each sequence of phones which appeared more than 50 times in the
training set.

For our purpose it is necessary to put more weight on the recognition of acoustic
features. So we used only a unigram language model to restrict the amount of linguistic
information which is used to prune the search tree.

The training set for the adults’ speech recognizer are dialogues from the VERBMO-
BIL project [3]]. The topic of the recordings is appointment scheduling. The data were
recorded with a close—talking microphone with 16 kHz and 16 bit. The speakers were
from all over Germany, and thus covered most regions of dialect. However, they were
asked to speak standard German. About 80% of the 578 training speakers (304 male,
274 female) were between 20 and 29 years old, less than 10% were over 40. This is im-
portant in view of the test data, because the average age of our test speakers is over 60
years; this may influence the recognition results. A subset of the German VERBMOBIL
data (11,714 utterances, 257,810 words, 27 hours of speech) was used for the training
set and 48 utterances (1042 words) for the validation set (the training and validation
corpus was the same as in [6]).

The training set of the children’s recognizer contained 53 children with normal
speech between 10 and 14 years of age. In order to increase the amount of training
data, speech data of adult speakers from VERBMOBIL—whose vocal tract length was
adapted to children’s speech—were added. Further enhancement of the children’s rec-
ognizer was done by MLLR adaptation to each speaker as described in [7Z]. A more
detailed description of the recognizer, the training set, and the language model is pre-
sented in [8IO].

5 Prosodic Features

The prosody module used in these experiments was originally developed within the
VERBMOBIL project [5]], mainly to speed up the linguistic analysis [T1I12]. It assigns
a vector of prosodic features to each word in a word hypothesis graph which is then
used to classify a word w.r.t., e.g. carrying the phrasal accent and being the last word
in a phrase. For this paper, the prosody module takes the text reference and the au-
dio signal as input and returns 37 prosodic features for each word and then calculates
the mean, the maximum, the minimum, and the variance of these features for each
speaker, i.e. the prosody of the whole speech of a speaker is characterized by a 148-
dimensional vector. These features differ in the manner in which the information is
combined (cf. Fig. [I):



Intelligibility Is More Than a Single Word 281

@ onset
@ onset position

@ offset

@ offset position

@ maximum

@ position of maximum
@ minimum
position of minimum

@ regression line

@ error of the
regression line

@ reference point

Fig. 1. Computation of prosodic features within one word (after [10]])
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These features are computed for the fundamental frequency (Fy) and the energy (abso-
lute and normalized). Additional features are obtained from the duration and the length
of pauses before and after the respective word. Furthermore jitter, shimmer and the
length of voiced (V) and unvoiced (UV) segments are calculated as prosodic features.

6 Automatic Evaluation

The automatic evaluation system employs support vector regression (SVR) for
prediction of the experts’ scores.

As displayed in Fig. [2l we utilize on the one hand the word accuracy (WA) and the
word recognition rate (WR) of a speech recognizer.

WR = z x 100 %

is computed as the percentage of correctly recognized words C' and the number of
reference words R. In addition

-1
WA = R x 100 %

weights the number of wrongly inserted words I in this percentage.
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Fig. 2. Proposed system for the prediction of the expert scores

On the other hand 148 prosodic features as features for the system. So we obtain
150 features in total. In order to select a subset of the features we applied a simple
algorithm based on the multiple regression/correlation analysis [14] (also called “linear
regression” in some cases). The algorithm builds—based on the best n — 1 subset—
all possible sets with n features and picks the set with the best regression to the target
value (Here: the mean opinion of the experts). This algorithm returned better features
than other feature selection algorithms like correlation-based feature subset selection
[13] or consistency subset evaluation [16]. However, the algorithm can select m — 1
features at most, where m is the number of subjects in the test set. If a feature was not
selected we assigned rank 149.

All evaluations presented here were done in a 10-fold cross validation (CV) manner
since the number of patients in each group is rather small. In order to present a feature
ranking for the feature selection we computed the mean rank of all CV iterations for
each feature. This, however, does not mean, that the particular feature has been selected
for all CV iterations.

7 Results

The additional use of prosody could enhance the accuracy of the prediction compared
to [1] and [9] for the adults’ speech data.

Table [2] gives an overview about the quality of the CV prediction on the laryngec-
tomees’ database. We stopped reporting additional features when the correlation did not
increase further. Combination of either the WR or the WA with prosodic features yields
improvement in most cases. The prediction of our gold standard—the mean opinion
of all experts—is improved by 3.4 % in case of Pearson’s r and 4.8 % for Spearman’s
p relatively. Note that the correlations cannot be compared directly to those of Table[T]
since these correlations were not computed in cross-validated manner.

Furthermore, prosody is also useful to model the intelligibility perception of each
individual expert. As can be seen in Table Plrater L’s intelligibility scores are modeled
best by the
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Table 2. Overview on the prediction performance done by different feature sets on the laryngec-
tomees’ database

feature mean rank prediction SVR reference raters
r p

word accuracy 0 .87 .83 all raters
mean Fy of all words 17 90 87 all raters
word recognition rate 17.1 .68 .67 rater L
word accuracy 18.6 .70 71 rater L
maximum silence before word 34.7 75 .76 rater L
mean Fy regression line 39 a7 .78 rater L
word recognition rate 14.9 a7 74 rater S
word accuracy 14.9 .76 .78 rater R
word accuracy 16.9 1 72 rater K
mean silence after word 23.2 .69 73 rater K
maximum Fy minimum position 35.5 74 78 rater K
maximum Fo minimum 46.6 a7 .78 rater K
word accuracy 0 .76 .70 rater H
minimum Fo minimum 30.6 .78 72 rater H

Table 3. Prediction of the experts’ scores by different feature sets on the children’s database

feature mean rank prediction SVR reference raters
r P

word accuracy 0 .86 .84 all raters
word accuracy 0 .86 .84 rater B
word accuracy 14.9 77 .76 rater K
word accuracy 0 .78 77 rater L
word recognition rate 36.4 .80 77 rater S
word accuracy 0 .80 .80 rater W

word recognition rate,

the word accuracy,

the maximum silence before each word, and the

mean of the of the regression coefficient of the fundamental frequency’s slope.

The scores of each individual rater are modeled by these features with a correlation
of r > .75 and p > .72. The raters S and R seem to judge the intelligibility only by
means of either WR or WA. Their opinion of intelligibility cannot be explained further
by means of prosody.

With the children’s data no further improvement was obtained by the application
of prosodic features for the prediction of experts’ scores (cf. Table B)). Although high
correlations between single prosodic features and the mean opinion of the experts exist,
the best feature for the prediction of the experts is always the word accuracy.

We suppose that the summarization of the prosodic information is too rough for the
case of the children. For the laryngectomees the mean, the variance, the minimum, and
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the maximum of the prosody of all single words seems to be enough. This might be
related to the kind of this disorder: most affected are the fundamental frequency and the
duration of pauses since the generation of the tracheoesophageal speech is artifical and
the speaking with such a voice is exhausting and the speaker has to stop more often and
unexpectedly. Both effects seem to reduce the intelligibility.

For the case of children the prosody of the single words of the speech test has to be
differentiated more closely: The prosody of the children depends on the difficulty of the
target words. We assume that the prosody of the difficult words is more monotonous
than the prosody of familiar and simple words, which are also uttered in between the
target words. We will examine this aspect more closely in our future work.

8 Summary

In this paper we successfully combined prosodic features with the recognition rate of
a word recognizer to improve the reliability of the automatic speech intelligibility quan-
tification system. A feature selection using multiple regression analysis yielded a pre-
diction system that computes scores which are very close to the experts’ scores (r =.90
and p =.87). For the data of the children no further improvement was obtained by ad-
ditional prosodic information. However, the quality of the children’s prediction system
(r =.87 and p =.84) is in the same range as the laryngectomees’ prediction system.
Therefore, both systems can be used to replace the time and cost intensive subjective
evaluations. In addition, the system can be used to investigate the intelligibility per-
ception of the human experts. So a list of features can be computed which models the
intelligibility rating of each expert best. The prediction of these single expert models
has always a correlation which is above r > .75 and p > .74.
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Abstract. We propose a method based on spoken language analysis to deal with
controversial syntactic issues; we apply the method to the problem of the
double subject sentences in the Romanian language. The double subject
construction is a controversial linguistic phenomenon in Romanian. While some
researchers accept it as a language ‘curiosity’ (specific only to the Asian
languages, but not to the European ones), others consider it apposition-type
structure, in order to embody its behavior in the already existing theories. This
paper brings a fresh gleam of light over the debate, by presenting what we
believe to be the first study on the phonetic analysis of double-subject sentences
in order to account for its difference vs. the appositional constructions.

1 Introduction

Grammatical issues are often controversial and leave space to interpretations. We
introduce a new method to help decision in such controversial cases, based on the
analysis of speech. The main idea is that two different grammatical structures should
have different prosodic interpretations, while instances of a single syntactic structure
should have similar correspondences in the speech, all other variables kept constant
(speaker, environment etc.). All European languages use appositions to emphasize
a specific meaning the speaker wishes to convey. Some languages, like the Japanese,
Mandarin, Korean and the Thai languages, use for similar purposes specific
constructions, named “double-subject constructions” [5], [6]. (For a detailed analysis
of the double subject issue in Asian languages, as well as for an extensive list of
references on the topic, see [6]). Such constructions are unknown to most modern
European languages, like English or French. In the Romanian linguistic community
there has been in recent years a debate on some types of sentences which are
considered by several researchers [1], [2] and by us a double-subject construction.
The purpose of this paper is to present a detailed analysis on the contrastive
prosodic features of the double-subject sentences and apposition constructions in
Romanian. The analysis goes beyond the basic prosody, as represented by pitch
values and trajectory; it aims to determine the evolution of higher formants and

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 286 2007.
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temporal patterns. After presenting the different approaches to double-subject
sentences in Section 2, we discuss the methodology behind the double-subject corpus
creation and its analysis: annotation, acoustic parameters determination, etc. The
results of the prosodic analysis are presented in Section 4, before drawing some
conclusions and indicating some further directions.

2 Double-Subject Sentences in Romanian

The semantic arguments of a predicate (the subject, the direct object and the indirect
object) can be doubled, in the Romanian language. While the objects are commonly
doubled by clitic pronouns (the doubling is sometimes mandatory, like in L-am vazut
pe lon, EN: I saw John), the subjects receive, occasionally, and mainly colloquially,
a doubling pronoun (not only in Romanian, as Masahiro [6] shows'). The doubling
of the subject for the Romanian language is a controversial phenomenon: after
having long been considered an apposition, Alexandra Cornilescu [2] has reopened
the doubling problem, Verginica Barbu [1] has modeled it using HPSG instruments,
but until today, there is no unitary consensus. In this context, supplementary
information should be gathered on the specificities of the double-subject
constructions contrasted both to the single subject sentences and to sentences which
include appositions. Specific phonetic constructions for the three cases would be a
significant argument for three independent linguistic constructions. What
supplementary information the pronouncing brings, from a descriptive perspective,
in double-subject phrases, remains an open question. The present paper partially
answers this question.

We provide subsequently a few examples of brief sentences with double subject in
the Romanian language. To translate these sentences, we use the symbol @ to mark
the place of the missing doubled subject in the sentences translated in correct English.
Examples of sentences with double subject are:

(a) Vine ea mama!
*Comes she mom! [Mom @ is coming!]

(b) ,Atrecut el asa unrastimp.” (Sadoveanu M.)
*Passed has it thus atime. [A time has @ thus passed.]

The first author proposes that the double-subject sentences convey different
meanings, depending on the prosody, for example:

- aneutral pronunciation indicates a non-determination of the time interval.

- a pronunciation accentuating the pronoun ‘“el” (EN: he) indicates that the
speaker has an idea about the time interval duration, and that the focus is on the
passing of that time, and not on the duration.

- if the sentence is further developed, it can bring a further specification of the
interval. For example, in the development ,,A trecut el asa un rastimp de lung, incét...”

! There is no definite explanation why not all languages accept the double-subject structure. For
these languages, in most of the cases, the doubling of the subject is realized as an apposition.
The Romanian language has both double subject and apposition structures.
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(EN: A so long time has thus passed, that...), the duration of the interval is specified
in a certain way.
(c) Osti el careva cum sarezolve asta.
*would know he someone how  to solve  this. [He would know @
how to solve this.]

Different pronunciations may mark either the fact that the speaker does not know
who is the person mentioned ( ,,el”), either that he knows, but has no intention on
telling to the audience (when the accent is on ,careva”, EN: someone), or clearly
specifies, by an apposition, who is envisaged, if the sentence is developed as ,,0 sti el
careva, Jon, cum sa rezolve asta” (EN: He, John, would know how to solve this).
Notice that such a sentence, including both apposition and double subject, is a strong
argument in favor of the existence of the double subject constructions as a distinct
linguistic structure.

For the examples b) and c), the interpretation is that the information must be
partially known by the auditorium (knowledge at the generic level, but not at the level
of instantiation with a concrete individuality).

(d) Mama vine si ea maitarziu.
*Mom is coming also she later. [Also mom is coming later.]
(¢) Mama stie ea ce face.

*Mom knows she what isdoing. [Mom knows what she is doing.]

Examples d) and e) are considered by some linguists [1] as constructions with
doubled subject, while other authors [2] consider them particular structures of the
Romanian language. We intend to compare them to examples a) — ¢) to see if there are
differences in their prosodic realizations.

In this context, we recorded a set of sentences bearing doubled subject for
a comparative analysis of the prosody in sentences with doubled/simple subject and
appositions, in order to observe the modifications involved by the doubling of the
subject. This paper aims to bring clarifications on the change of prosody in double-
subject sentences in comparison with simple sentences and appositions.

3 Methodology

A principle we propose and use here is that consistent distinctions at the phonetic
level between two specific syntactic constructions reflect and represent an argument
to distinguish at the syntactical level between the two constructions. In order to
realize a correlation between the semantic charge carried by a sentence and the
representation of its subject, the five sentences presented in Section 2 have been
recorded by 15 speakers. The database is freely accessible on the web site of the
Romanian Sounds Archive [8]. The Romanian Sounds Archive contains over 1000
distinct recordings, available in various accuracy and encoding formats (more
methodological aspects are given in [10], in this volume).

Apart the archive itself, the site hosts also documentations regarding the
description of the technical modalities and conditions (protocols) involved by the
realization of the archive. Namely, the database contains two types of protocols:
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- The documentation protocol, which contains the speaker profile (linguistic,
ethnic, medical, educational, professional information about the speaker), and
a questionnaire regarding the speaker’s health, especially concerning the pathologies
of the phonating tract.

- The recording protocol, containing information about the noise acceptable
values, the microphone, the soundboard, and the corresponding drivers.

3.1 Double-Subject Spoken Database

After subjects have been informed about the objectives of the project, they signed an
informed consent according to the Protection of Human Subjects Protocol of the U.S.
Food and Drug Administration and to the Ethical Principles of the Acoustical Society
of America for Research Involving Human Subjects. The speakers’ selection was
tributary to the Archive’s constraints (the documentation protocol).

The recordings (sound files) corresponding to the simple subject, double-subject,
and apposition sentences have been recorded according to the methodology explained
in the recording protocol of the Romanian Sound Archive [8]. The recordings were
performed using the GoldWave™ application [3], with a sampling frequency of
22050Hz [10].

The speakers® have recorded several variants of the five sentences mentioned in
Section 2; the sentences have been uttered with neutral tone, accentuation of the
doubling pronouns, focuses on the words next the pronouns, and respectively the
extension of the sentences.

(a) RO: Vine ea mama! EN: Mom @ is coming!
(b) RO: A trecut el asa un rastimp EN: A time has @ thus passed.
(¢) RO: Osti el careva cum sa rezolve asta.
EN: He would know @ how to solve this.
(d) RO: Mama vine si ea mai trziu. EN: Also mom is coming later.
(e) RO: Mama stie ea ce face. EN: Mom knows what she is doing.

Corresponding variants of the five mentioned sentences with simple subject and
appositions have also been recorded. Every speaker pronounced each sentence three
times, following the archive recording protocol (see for details [8]).

3.2 Analysis Methodology

We performed the analysis of the double subject in two steps. The first step requires
finding and correlating the double sentences parameters with the corresponding
simple sentences parameters. The second phase envisages the contrastive analysis
between double subject and appositions.

The sentences have been annotated using the Praat™ software [7] at phoneme
level. Then, the syllable, word, sentence, subject position, and articulation type level

? Fifteen speakers have been recorded for the double subject analysis. The results discussed in
Section 4 consider only seven subjects: subject #1, subject #2, subject #12, subject #13
(female) and subject #5, subject #6, subject #15 (male), selected because they all work in
academic/university environment, and should therefore be more familiar with the linguistic
structures of the Romanian language.
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were easily created. After the annotation, the pitch and the formants (FO-F4) are
determined for the sentence vowels and semi-vowels. For a determination as precise
as possible, a segment of the vowel fulfilling the following conditions is selected:

- The selected segment should be a central area, where there are no transitions of
the formants to those of the joined phonemes;

- The formant’s frequency should not present big fluctuations. The fluctuations
of the formants and their correlation to the double subject will be analyzed in
a subsequent stage;

- The formant’s contour should not contain interruptions.

Unfortunately, various analysis tools provide different results. This is due to the
fact that there is no single definition for these parameters for non stationary signals
(as the speech signal is), various tools using different ad hoc definitions. Therefore,
we have used several programs, namely Praat™ [7], Klatt analyzerTM [4],
GoldWave™ [3] and WASP™ [11] to determine the acoustic parameters. The
obtained results, discussed in the next section, use a mean of the values obtained with
the four analysis programs.

4 Double-Subject Sentences Analysis

The hypothesis that motivated this analysis is to provide prosodic evidence of the fact
that double subject sentences and appositional constructions are two linguistically
different phenomena.

We analyzed therefore the values of the formants and duration of the vowels for
seven subjects from our database for the constructions:

- Vine mama (EN: Mom is coming) — simple subject
- Vine ea mama (EN: Mom @ is coming) — doubled subject
- Vine ea, mama (EN: She, mom, is coming) — apposition.

We realize that an analysis over seven subjects can have no claims on generality,
but it represents a good start for the pioneering contrastive analysis on the specificities
of the Romanian double subject and apposition constructions.

Fig. 1 presents the relative deviation for the sentences “Vine ea mama” vs. “Vine

mama” for the seven speakers. The relative deviation O, was computed as:

o - AF0, and Fo! - FO' = AFO!
FO’
where v represents each vowel in the sentence, and k each of the seven speakers.

For each subject (1, 2, 5, 6, 12, 13 and 15) we computed the pitch values for
double subject sentences (DS) and the corresponding simple subject ones (SS). Thus,
the first bar in graph represents DS_1, the double subject sentence for subject 1, the
second gar represents the pitch values for simple subject construction (SS) for
subject 1, etc.
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Relative deviation of FO values for double vs simple subject
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Fig. 1. Pitch values for the double subject and simple subject constructions

When comparing simple subject with double subject constructions, an increasing
tendency of the FO values in the simple subject sentences vs. double-subject sentences
was observed. The major differences in the pitch values are visible for the vowels in
unaccented syllables [see for details 9].

As for the other formants, it looks that they are fluctuating and carries no double
subject information. However, they carry information about the speaker [9]. Also, no
significant differences were found in the duration comparison.

Relative deviation of FO values for double subject vs apposition structures
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Fig. 2. Pitch values for the double subject and apposition constructions

When comparing apposition structures with double subject structures, we must
emphasize that the formant values bring no definite difference. Fig. 2 shows the pitch
values for the double subject and the apposition sentence for five of the seven
considered subjects. The pitch tendency has no obvious pattern. The data recordings
we have annotated and analyzed are not sufficient to draw pertinent statistic
conclusions. However, our hypothesis on different patterns for different syntactic
constructions is confirmed by the duration of the vowel. Fig. 3 shows the significant
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difference between the double subject construction and the apposition. If, in the
double subject case, vowel duration is around 0.100s (with some minor exception to
the end of the sentence), the sentence containing an apposition bear a strong
accentuation of the word the apposition refers to (“ea” in our case). Thus, the duration
of the “ea” diphthong is around 0.400s, four times bigger than for double subject. An
important observation is that the apposition structures had a very big pause (about
0.400s) before the apposition, corresponding to the comma, break. The comma break
was annotated as an individual entity, not as included in the “ea” pronoun or in the
“mama” apposition.

time for double subject vs. apposition

@DS_1

@ apposition_1
DS_2

m apposition_2
oDS_6

A apposition_6
@ DS_12

& apposition_12
EDS_13
apposition_13

sec

R

i e ea mAma mamA
Vine ea mama

Fig. 3. Duration for the vowels in apposition and double subject construction

After analyzing double / simple subject and apposition constructions, we believe
that the hypothesis we have started with is proven. There is a clear difference between
the double subject and the apposition constructions. When beginning to pronounce
a structure, the speaker has already a prosodic pattern: the pitch contour (higher pitch
for simple subject structures, lower values for double subject) or the duration of the
vowels (normal for double sentences, more than double for appositions).

5 Conclusions and Further Work

We have proposed a method to validate hypotheses on the difference between
syntactical constructions based on marked differences in the prosody of spoken
sentences incorporating such constructions. Specifically, we proposed to use prosodic
differences as an argument in deciding when two constructions are different. We have
analyzed the influence of the double-subject construction on the prosody in the
Romanian language. The analysis involved short sentences which are parallel in the
sense that they are identical up to the use of double-subject or apposition
constructions.

The main conclusion which can be derived from this preliminary research is that
the two syntactic constructions differ in a consistent way from a prosodic point of
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view. Namely, the word that the apposition explains has duration four times bigger
than normal simple subject sentences or double subject constructions. A second
conclusion is that the frequency of the pitch and the central frequency of first formant
are different in the two constructions, but both the way of changing and the change
amplitude depend significantly on the speaker. These differences represent an
argument supporting the existence of double subject construction in the Romanian
language — the only Latin, moreover the only non-Asian language exhibiting such
a construction.

In the future, we will analyze more recordings in order to confirm these findings
and to detect an inter-speaker patterning.
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Abstract. Previously we have shown that ASR technology can be used to objec-
tively evaluate pathologic speech. Here we report on progress for routine clinical
use: 1) We introduce an easy-to-use recording and evaluation environment. 2) We
confirm our previous results for a larger group of patients. 3) We show that tele-
phone speech can be analyzed with the same methods with only a small loss of
agreement with human experts. 4) We show that prosodic information leads to
more robust results. 5) We show that text reference instead of transliteration can
be used for evaluation. Using word accuracy of a speech recognizer and prosodic
features as features for SVM regression, we achieve a correlation of .90 between
the automatic analysis and human experts.

1 Introduction

In speech therapy, objective evaluation of voice and speech quality is necessary for at
least 1) patient assessment, 2) therapy control, 3) evaluation of different therapy meth-
ods using groups of patients, and 4) preventive screening. Normally, a group of experts
rates some aspect of a patient’s utterance like intelligibility, nasality, or harshness. This
property is typically rated on a five to seven point Likert scale [1]], e.g. from 1 = “very
high” to 5 = “very low”. The average or median of the ratings is then considered as an
“objective” rating of this aspect of the patient’s voice or speech. However, except for
research projects, such a procedure is not done for financial, cost-cutting reasons. Thus,
the patient is often evaluated by just one expert, sometimes only in a very crude way,
e.g. the expert only distinguishes between “changed” and “unchanged intelligibility”.
With significant inter- and intra-rater variability, there normally is no objective evalua-
tion of a patient’s voice and speech available. Therefore, there is a strong need for an
easy to apply, cost-effective, instrumental, and objective evaluation method.

In two research studies we showed that for two groups of patients such
a method is available, using automatic speech recognition technology: For a group of
children with “Cleft Lip and Palate” (CLP) we recorded names of objects shown on
pictograms and for a group of patients with tracheoesophageal (TE) substitute voice
(after removal of the larynx due to cancer) we recorded a phonetically rich read text.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 2943011 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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The recordings were transliterated and rated by a group of speech experts according to
different aspects like intelligibility, nasality, and match of breath/sense units on a five-
point Likert scale. The average of the intelligibility ratings was compared to the word
accuracy (WA) of an automatic speech recognizer (ASR) which was calculated w.r.t. the
transliteration. The correlation between these two ratings was 0.84 for TE and 0.9
[2] for CLP speech. When we projected the WA to the Likert scale and considered the
ASR as an additional rater, the inter-rater agreement to the human raters was in the same
range as the inter-rater agreement between the human raters. We can thus conclude that
the WA can be used as an objective instrumental evaluation method.

In this paper we want to report on several steps that bring us closer to using ASR
in everyday clinical use. In detail we will restrict ourselves to TE patients and will
address the following topics which are all important steps towards a routine use of our
evaluation methods:

1. Can we create an easy-to-use and easily available interface to our analysis
environment?

2. Do our results hold for a larger, more representative group of patients?

3. A very important communication situation for the patient is the communication
over the telephone, where other information channels are missing. Can we evaluate
speech via this reduced information channel?

4. It is well known that prosody is an important aspect of speech perception. Can
prosodic features improve our evaluation results?

5. To show the agreement between human experts and ASR, we carefully translit-
erated the utterances as a reference for WA. This would not be done outside of
a research study. How well does the ASR rating agree to the human rating, when it
is evaluated w.r.t. the reference text rather than the transliteration?

The rest of this paper is organized as follows: In Section 2l we give a short character-
istic of TE voice and of our database. In Section[3] we introduce our recognition system
and recording environment (topic 1). In Section]we try to answer the topics 2-5 named
above. We conclude with a discussion and summary.

2 TE Voice and Used Database

The TE substitute voice is currently state-of-the-art treatment to restore the ability to
speak after laryngectomy [5]]: A silicone one-way valve is placed into a shunt between
the trachea and the esophagus which on the one hand prevents aspiration and on the
other hand deviates the air stream into the upper esophagus during expiration. The up-
per esophagus, the pharyngo-esophageal (PE) segment, serves as a sound generator.
Tissue vibrations of the PE segment modulate the streaming air and generate the pri-
mary substitute voice signal which is then further modulated in the same way as normal
speech. In comparison to normal voices the quality of substitute voices is low, e.g. the
change of pitch and volume is limited and inter-cycle frequency perturbations result in
a hoarse voice [6]]. Acoustic studies of TE voices can be found for instance in [[7I8]].

41 laryngectomees (4 = 62.0 & 7.7 years old, 2 female and 39 male) with TE
substitute voice read the German version of the text “The North Wind and the Sun”,
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a fable from Aesop. It is a phonetically rich text with 108 words (71 disjoint) which is
often used in speech therapy in German speaking countries. The speech samples were
recorded with a close-talking microphone with 16 kHz and 16 bit.

To determine the loss of information due to the telephone channel, we played back
the close-talking recordings using a standard PC and loudspeaker in a quiet office en-
vironment and placed a telephone headset in front of the loudspeaker, i.e. we created
a telephone quality (8 kHz a-law) version of the database. Due to the multiple AD/DA
conversions and the different frequency characteristics of the loudspeaker and the mi-
crophones we expect the recognition rates to be a lower bound for the recognition rates
for real telephone calls.

3 The Automatic Speech Analysis System

For the objective measurement of the intelligibility of pathologic speech, we use a hid-
den Markov model (HMM) based ASR system. It is a state-of-the-art word recognition
system developed at the Chair of Pattern Recognition (Lehrstuhl fiir Mustererkennung)
of the University of Erlangen-Nuremberg. In this study, the latest version as described
in detail in [9] was used. A commercial version of this recognizer is used in high-end
telephone-based conversational dialogue systems by Sympalog (www.sympalog.com),
a spin-off company of the Chair of Pattern Recognition. As features we use 11 Mel-
Frequency Cepstrum Coefficients and the energy of the signal for a 16 ms analysis
frame (10 ms shift). Additionally 12 delta coefficients are computed over a context of 2
time frames to the left and the right side (56 ms in total). The recognition is performed
with semi-continuous HMMs. The codebook contains 500 full covariance Gaussian
densities which are shared by all HMM states. The elementary recognition units are
polyphones [[10], a generalization of triphones.

The output of the word recognition module is used by our prosody module to calcu-
late word-based prosodic features. Thus, the time-alignment of the recognizer and the
information about the underlying phoneme classes (like long vowel) can be used by the
prosody module. For each word we extract 22 prosodic features over intervals of differ-
ent sizes, i.e. the current word or the current word and the previous word. These features
model FO, energy and duration, e.g. maximum of the FO in the word pair “current word
and previous word”. In addition, 15 global prosodic features for the whole utterance are
calculated, e.g. standard deviation of jitter and shimmer. In order to evaluate the patho-
logic speech, we calculate the average, the maximum, the minimum, and the variance
of the 37 turn- and word-based features for the whole text to be read. Thus we get 148
features for the whole text. A detailed description of the features is beyond the scope
of this paper. We will restrict ourselves to explaining in Section d] those features which
proved to be most relevant for our task. A detailed discussion of our prosodic features
can be found in [T1I12]].

3.1 Recognizer Training

The basic training set for our recognizers are dialogues from the VERBMOBIL project
[13]. The topic of the recordings is appointment scheduling. The data were recorded
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with a close-talking microphone with 16 kHz and 16 bit. The speakers were from all
over Germany and thus covered most dialect regions. However, they were asked to
speak standard German. About 80% of the 578 training speakers (304 male, 274 female)
were between 20 and 29 years old, less than 10% were over 40. This is important in view
of the test data, because the fact that the average age of our test speakers is more than
60 years may influence the recognition results. A subset of the German VERBMOBIL
data (11,714 utterances, 257,810 words, 27 hours of speech) was used for the training
set and 48 utterances (1042 words) for the validation set (the training and validation
corpus was the same as in [9])).

In order to get a telephone speech recognizer, we downsampled the training set to
telephone quality. We reduced the sampling rate to 8 kHz and applied a low-pass filter
with a cutoff frequency of 3400 Hz to simulate telephone quality. Thus, we used “the
same” training data for the close-talking and telephone recognizer. A loss in evalua-
tion quality will therefore mainly be caused by the different channels, not by different
amounts of training data.

In [4]], we showed for a corpus of 18 TE speakers that a monophone-based recognizer
for close-talking signals produced slightly better agreement with speech experts’ intel-
ligibility ratings than a polyphone-based recognizer. We wanted to verify all the results
for the larger corpus of 41 TE speakers. Therefore we created four different recogniz-
ers: For the 16 kHz and the 8 kHz training data, we created a polyphone-based and a
monophone-based recognizer (rows “16/m”, “8/m”, “16/p”, “8/p” in Table D). After the
training, the vocabulary was reduced to the words occurring in the German version of
the “The North Wind and the Sun”.

3.2 Recording Environment

For routine use of our evaluation system, it must be easily and cheaply available from
any phoniatric examination room. We created PEAKS (Program for Evaluation and
Analysis of all Kinds of Speech disorders), a client/server recording environment. The
system can be accessed from any PC with internet access, a browser, a sound card,
and Java Runtime Environment (JRE) 1.5.0.6. The texts to be read and pictograms to
be named are displayed in the browser. The patient’s utterances are recorded by the
client and transferred to the server. The ASR system analyzes the data and sends the
evaluation results back to the client. The recordings are stored in an SQL database. A
secure connection is used for all data transfer. A registered physician can group his
patients according to disorder, create new patient entries, create new recordings, an-
alyze patients and groups of patients. The physician has only access to his patients
but physicians can share groups of patients. For the telephone data, the patient gets a
handout from his physician with a unique ID and the text to be read. The server can
be accessed from the public telephone system. PEAKS is used by physicians from 3
clinics of our university, collecting data from patients with CLP, TE voice, epithelium
cancer in the oral cavity, and partial laryngectomy. More information can be found at
http://wwwS5.informatik.uni-erlangen.de/Research/Projects/Peaks.
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4 Experimental Results

4.1 Subjective Evaluation

A group of 5 voice professionals subjectively estimated the intelligibility of the 41 pa-
tients while listening to a play-back of the close-talking recordings. A five-point Likert
scale was applied to rate the intelligibility of each recording. In this manner an averaged
mark — expressed as a floating point value — for each patient could be calculated. We
assigned this mark also to the telephone recordings.

To judge the agreement between the different raters we calculated correlation coef-
ficients and the weighted multi-rater x for the “intelligibility” rating. The average
correlation coefficient between a single rater and the average of the 4 other raters was
0.81, the weighted multi-rater « for the 5 raters was 0.45. A « value greater than 0.4 is
said to show moderate agreement.

4.2 Automatic Evaluation

We applied the two close-talking recognizers and the two telephone speech recognizers
to the accordant speech data and calculated the correlation between the WAs and the
average of the experts’ intelligibility rating. The WA was calculated w.r.t. the reading
text and w.r.t. the transliteration. The x values were calculated using the recognizer as
a 6th rater. For this we mapped the WAs to the Likert scale, using the thresholds that
are given in Table[l

Table 1. Thresholds for mapping the WA of the close-talking (c/t) and the telephone (tel) ASR
systems to marks on the Likert scale for rating the intelligibility of the patients

Mark 5 4 3 2 1 Mak 5 4 3 2 1
WAc/t <5 <25<40 <55 2>55 WAtel <5 <15 <25 <45 >45

In a second step we applied a 10-fold cross-validation multi correlation/regression
analysis [15]] to determine the features with the best average rank among WA and the
148 prosodic features. These features are either global or the average features calculated
for words or word pairs (see above and [[TTI12]).

We used these features and the average expert rating for SVM regression [16/17].
Rounding the SVM regression value to the next integer we again treated the automatic
result as a 6th rater and calculated the multi-rater .

The multi correlation/regression analysis chose the following features (in descending
order):

WA always had the the best rank.

The global FO mean.

The variance of the energy maximum.

The maximum pause duration before a word.
The mean of the FO regression coefficient.

In this work, only the first two features were used due to the small size of the test set.
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Table 2. Evaluation results for the four different recognizers for the 41 patients. The WA is
calculated w.r.t. the transliteration (trl) and text reference (ref), r is the correlation between the
WA or the SVM regression and the average expert rating. For the description of the recognizers
see Section[3.1]

reco eval puwa rwa Kwa Tp kp reco eval pwa rwa Kwa TP Kp

16/m tl 37.7 -85 44 — — 16/p trl 38.6 -.89 .47 .89 .48
8m ol 31.1 -78 38 — — 8/p tl 275 -84 40 — —
16/m ref 37.7 -85 .44 — — 16/p ref 38.6 -.89 .46 .90 .47
8m ref 31.0 -78 38 — — 8/p ref 275 -83 41 — —

Table 2] shows the results for the 4 recognizers based on WA and WA in combination
with the best prosodic feature (P). Note that ryy4 is negative, since good speakers have
low Likert values and high WAs, while rp is positive since SVM regression tries to
predict the average score of the human raters. Figure[[lshows the SVM regression values
vs. the average experts’ score as well as the regression line. The result of the 16/p
recognizer and the text reference were used for the calculation of the WA.

5 Discussion and Summary

In the following we want to discuss the topics addressed in Section[Il

1. The recording environmentis highly accepted by our clinical colleagues. One major
reason is that there is no installation cost, since practically all examination rooms
already have a telephone and a PC with internet access. We are currently expanding
the data collection to other German clinics.

2. The results reported on 18 patients in [3/4] were mostly confirmed for the 41 pa-
tients. The best correlation (-.89) and « values (.47) were slightly higher than for the
18 patients (-.84 and .43). For the larger corpus, the polyphone-based recognizers
produced better and more consistent results than the monophone-based ones. Thus,
our assumption that the monophone models are more robust towards the strongly
distorted TE speech [4] seems not to hold.

3. The results for the telephone recognizers show that the loss of information due to
the telephone channel are acceptable, e.g. from -.89 and .47 for “16/p” to -.84 and
40 for “8/p”, respectively. Due to the loss of quality in telephone transmission,
the multiple AD/DA conversions, and the different frequency characteristics of the
loudspeaker and the microphones, the overall WA for the simulated telephone calls
is reduced. Also, the training data of the speech recognizer for the 8§ kHz was down-
sampled close-talking data and not real telephone data. We chose this way instead
of using real telephone training data, since we wanted the telephone recognizer to
be trained with the same training data as the recognizer for the close-talking data.
Reducing the acoustic mismatch of training and evaluation data might lower the
loss of correlation.

4. Adding prosodic features to the evaluation vector increases the correlation to the
human experts’ scores (from .89 to .90) and makes the analysis more robust. We
are currently porting the prosody module to telephone speech.
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Fig. 1. SVM regression value for the 41 recordings in comparison to the average of the experts’
intelligibility score

5. The results in Table[2Jshow that there is practically no difference between the results
evaluated against the transliteration and against the reference text. Thus we can do
without the cumbersome transliteration.

In conclusion we can say that our evaluation system provides an easy to apply, cost-
effective, instrumental, and objective evaluation for TE speech. We are currently en-
hancing our analysis environment in order to provide a modular platform which can be
easily expanded:

— From the medical point of view we can add new intelligibility tests to provide
speech evaluation for a larger spectrum of speech disorders. The easy to use graph-
ical user interface allows a fast evaluation of these tests.

— From the technical point of view we are able to plug in different ASR systems in
order to provide more flexibility when realizing these new tests.

— Once a new intelligibility test is integrated and validated, it can immediately be
used in clinical routine in all clinics participating. Thus PEAKS not only speeds up
research studies but also helps to reduce the gap between research and practice.
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Abstract. The LIA developed a speech recognition toolkit providing most of the
components required by speech-to-text systems. This toolbox allowed to build
a Broadcast News (BN) transcription system was involved in the ESTER evalu-
ation campaign ([1]]), on unconstrained transcription and real-time transcription
tasks. In this paper, we describe the techniques we used to reach the real-time,
starting from our baseline 10xRT system. We focus on some aspects of the A*
search algorithm which are critical for both efficiency and accuracy. Then, we
evaluate the impact of the different system components (lexicon, language mod-
els and acoustic models) to the trade-off between efficiency and accuracy. Ex-
periments are carried out in framework of the ESTER evaluation campaign. Our
results show that the real time system reaches performance on about 5.6% ab-
solute WER whorses than the standard 10xRT system, with an absolute WER
(Word Error Rate) of about 26.8%.

1 Introduction

The LIA developed a full set of software components for speech-to-text system build-
ing, including tools for speech segmentation, speaker tracking and diarization, HMM
training and adaptation... The aim of the toolkit is to provide software for transcription
system design and implementation. It is composed of two main packages addressing
a large part of speech-to-text related tasks. The first one contains software components
for segmentation and speaker recognition. It is based on ALIZE toolkit ([2]). The sec-
ond is dedicated to HMM-based acoustic modeling and decoding. This software envi-
ronment allowed us to build a Broadcast News (BN) transcription system which was
involved in ESTER evaluation campaign. In this paper, we describe the efforts we pro-
duced to reach the real time, starting from this baseline BN system.

The core of the transcription toolkit is constituted of a recognition engine (Speeral
[31), which is a stack decoder derived from the A* algorithm. Most of the real-time
speech recognition systems used a beam-search approach, since A* performs a depth-
first exploration of the search graph. Usually, the main motivation for using A* decoder
relies in it’s well known capacity in integrating new information sources into the search.
In the first part of this paper, we investigate some methods for reaching the real time by
using such an asynchronous engine. We propose an architecture for a very fast access
to linguistic and acoustic resources, and we show how it can be taken advantage of the
specificity of the A* decoder to improve the efficiency of pruning.

V. Matousek and P. Mautner (Eds.): TSD 2007, LNAI 4629, pp. 302-308] 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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In the second part, we present our BN system and we discuss about efficiency issues
related to the global transcription strategy. Then, starting from the 10xRT system, we
evaluate the system configuration which leads to an optimal trade-off beetwen accuracy
and decoding duration. Finally, section 4 provides some conclusion on this work.

2 The Speeral Decoder

2.1 Search Strategy

A* is an algorithm dedicated to the search of the best path in a graph. It has been used
in several speech recognition engines, generally for word-graph decoding. In Speeral,
the search algorithm operates on a phoneme lattice, which are estimated by using cross-
word and context-dependent HMM.

The exploration of the graph is supervised by an estimate function F'(h,,) which
evaluates the probability of the hypothesis h,, crossing the node n:

F(hn) = g(hn) +p<hn) (D

where g(h,,) is the probability of the current hypothesis which results from the partial
exploration of the search graph (from the starting point to the current node n); p(h,,) is
the probe which estimates the probability of the best hypothesis from the current node
n to the ending node.

The graph exploration is based on the function of estimate F'(). Indeed, the stack
of hypothesis is ordered on each node according to F'(). The best paths are then ex-
plored firstly. This deep search refines the evaluation of the current hypothesis and low-
probability paths are cutted-off, leading to search backtrack. It is clear that precision of
the probe function is a key point for search efficiency. We have produced substantial ef-
forts to improve the probe by integrating, as soon as possible, all available information.
The Speeral look-ahead strategy is described in the next section.

2.2 Acoustic-Linguistic Look-Ahead

As explained previously, the probe function aims to evaluate the probability of each path
which have to be developed. The more this approximation is close to the exact one, the
soon a decision of leaving or developping a path is taken. Moreover, the CPU-cost of
this function is critical while it is used at each node of the search graph. We use a long-
term acoustic probe combined with a short-term linguistic look-ahead. The acoustic
term is computed from a Viterbi-back algorithm based on context-free acoustic models.
This algorithm evaluates the best acoustic probabilities from the end-point to the current
one. Of course, the evaluation of all partial paths are performed once, in a first pass.
Nevertheless, as explained in the last section, the probe must provide an upper limit of
path probabilities. So, the best phoneme sequences are rescored by using upper-models.
Upper models are context-free models resulting from the aggregation in a large HMM,
of all context-dependant states associated to a context-free one, remaining left-Right
transition constraints. Hence, the probability of emission given the upper-model is an
upper-limit of path-probabilities, given any context-dependent model.
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Anticipating the linguistic information (known as LMLA - Language Model Look-
Ahead) enables the comparison of competing hypotheses before reaching a word
boundary. The probability of a partial word corresponds to the best probability in the
list of words sharing the same prefix. The probability of a partial word corresponds to
the best probability in the list of words sharing the same prefix:

P(W™*|h) = max; P(W;|h)

where W* is the best possible continuation word and h the word history (partially
present in g(hy,)). The lexicon is stored as a PPT (Pronunciation Prefix Tree), each
node containing the list of reachable words. To ensure the consistency between linguis-
tically well formed hypotheses and pending ones, linguistic probabilities have to be
computed at the same n-gram order. This means doing LMLA also at the 3-gram level.
We developed a fast computation and approximation method based on a divide and con-
quer strategy ([4]]). Our approach consists in first comparing the list W* with the list of
available trained 3-grams stored in the LM. The LM is an on-disk tree structure contain-
ing lists of word probabilities at each n-gram level. Comparing lists at runtime spares
most of the LM back-off computation with low overhead. The LMLA approximation
does not affect the results. Moreover we introduced precomputed LMLA probabilities
to speed-up the computation of the biggest lists.

2.3 Optimizing the Computation of Acoustic Likelihoods

The a priori estimation of the contribution of each component in the decoding duration
is difficult, as it depends to the search strategy and to the models complexity. Neverthe-
less, considering the complexity of acoustic models involved in LVCSR systems, the
computation of acoustic probabilities may take a large part of the decoding computa-
tional cost. [3] estimates this ratio ranges between 30% and 70% in a large vocabulary
system. More recent systems use models of millions of parameters; such complexity
should not be tractable without any fast calculation method. We produced substantial
efforts in optimizing the management of acoustic scoring, by using an efficient caching
scheme and an original method for fast-likelihood computation.

Likelihood Access and Caching. A* decoding and state tying lead to an asynchronous
use of acoustic probabilities, at both the HMM and GMM levels:

— probabilities P(X ;44| H;) of observation sequences X, ;44 given a HMM H, are
firstly computed during first pass of acoustic-phonetic decoding. Rescoring with
upper-models require the evaluation of P(X,|S;), for each GMM S; matching to
the best phonetic sequence;

— as the search develops a part of the exploration graph, various concurrent hypothesis
are evaluated. Each of them corresponds to a phonetic sequence. It is clear that
competing word-hypotheses could share some phonetic sub-sequences;

— state tying leads to involve the same state in computation of different HMM prob-
abilities; the architecture of acoustic handler should take advantage of this state
sharing.
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In order to avoid multiple computation of a likelihoods, we separate clearly the
search algorithm and an acoustic handler which is in charge of acoustic probabilities
computing and caching. This handler is based on a two-level caching mechanism; as
the search algorithm has to score an hypothesis, it requires a probability P(Xy yq|H;).
The acoustic handler search this score in the level-1 cache (L1); if it is not found,
this score is computed by using the Viterbi algorithm and the probabilities of emis-
sion P(X; ¢+q|H;). These last ones are searched in the level-2 cache (L2). When the
targeted values are not found, they are computed by using a fast likelihood methods
which are describe below. L1 and L2 caches are implemented as circular buffers. More-
over, likelihood computation function is written in assembly language, by using SIMD
instruction set. Finally, likelihoods are computed on-demand, allowing to limit the com-
puted scores to the ones effectively required by the search and to take benefit from the
lexical and linguistic constraints. The figure [I] describes the global architecture of the
acoustic handler.

Fast Likelihood Computation. Numerous methods for fast likelihood computation
have been evaluated the last decades. Most of them rely on Gaussian selection tech-
niques which identify, in the full set of Gaussian, the ones which contribute significantly
to the frame likelihood estimate. We developed an original method which guaranties
a constant precision e of the likelihood approximation. This method consists in off-line
clustering of Gaussian and in on-line selection of Gaussian clusters.

As proposed in some papers ([6]],[3]), Gaussian are clustered by a classical k-means
algorithm on the full set of Gaussian, using a minimum-likelihood loss distance. Each
center of cluster is a mono-Gaussian model GG; resulting of the merge of all members
of the cluster.

The on-line selection process consists in selecting a set of clusters which model the
observation neighborhood. It is important to note that, at contrary of classical Gaussian
selection methods, the number of selected cluster is variable, according to the consid-
ered frame and to the expected precision e.

The clusters are selected by computing the likelihood of the frame knowing each
cluster center GG;; these likelihoods are used for partitioning clusters into two subsets
(tagged selected and unselected clusters) respecting the rules: (1) each frame likelihood
knowing a selected cluster center is greater than each unselected one and (2) the sum of
unselected clusters likelihood is lower than an a priori fixed precision threshold.

Lastly, a posteriori probabilities are computed using only Gaussian belonging to
selected clusters. Probabilities of unselected Gaussian are estimated by backing off to
the cluster probabilities.

Our experiments have shown that this method allows to decrease the number of com-
puted likelihood by a factor 10 without impacting the WER (Word Error Rate). In ad-
verse acoustic conditions, this method allows to remain a good acoustic precision, since
computational cost is increasing.

3 Overview of the Broadcast News Transcription System

In addition to intrinsic difficulty of speech recognition, broadcast news transcription
adds specific problems related to the signal flow continuity as well as the diversity of



306 G. Linares et al.

gaussian probabilities gaussian cluster selection
computation
GMM probabilities
computation
|
HMM probabilities | I
computation 7 ‘!'_l 'L"
Time P
b & o
. -
» 4
[ ] [ ]
i % :
& é = AN e
v v
Y v Cache level 2 Cache level 1
HMM likelihood GMM likelihood
Search graph
4 i ﬂ. »
LN
gaussian clusters Signal

Fig. 1. Architecture of Speeral acoustic handler; likelihood are computed on-demand, depending
to the path which are effectively developed by the search algorithm; the cache L1 stores acoustic
probabilities of an observation sequence given a HMM; the L2 cache stores probabilities of an
observation X; knowing the considered state .S;. Finally, the Gaussian probabilities are computed,
or approximated by the ones of Gaussian-clusters.

the acoustic conditions. Recognizers require tractable speech segments and high level
acoustic information about the nature of segments (speaker identity, recording condi-
tions, etc.). In our system, 2 successive segmentation passes are performed. Speech
segments are initially isolated from audio flow; then, a wide/narrow band segmenta-
tion identifies telephone segments. We use a method based on a hierarchical classifi-
cation based of GMM classifiers and morphological rules ([[7]]). Speaker segmentation
is achieved by a fast method (= 0.05xRT) based on mono-Gaussian models and the
BIC-based criterion ([§]).

The 10xRT system runs two decoding passes; the first one provides transcript which
is used for MLLR-based adaptation. While the same models are involved in the 2 passes,
the pruning scheme changes: the first pass takes about 3xRT for about 6xRT for the
final one. As we aim to reach the real time, the RT system runs only 1 pass, without any
speaker adaptation. In the following, we study how we can reach real time by tuning the
acoustic and linguistic models involved in the system. All tests reported in this section
were performed on 3 hours extraced from the ESTER development corpus.

3.1 Transcription
3.2 Acoustic Modelling

We use a classical PLP parametrization; feature vectors are composed of 12 coefficients,
plus energy, and first and seconds derivative of these 13 coefficients. At last, we perform
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a cepstral normalization (mean removal and variance reduction) in a 500ms sliding
window. The system uses context-dependent models trained on the 90 hours of Ester
transcribed data. State tying is performed by a decision tree algorithm, using acoustic
context related questions.

Two sets of speaker-independent acoustic models are used: a large band model and
a narrow band model, both gender-dependent. Ester corpus provides a small amount of
narrow-bandwidth data; so, narrow-bandwidth models were first trained using filtered
large bandwidth data (using a low-pass filter); finally, telephone models were mapped
to real narrow-bandwidth data extracted from the Ester train corpus.

The 10xRT system is based on acoustic models set containing 10000 HMM for 3600
emitting states, 64 Gaussian each. Here, we use only the first pass of this system, which
is about 3xRT. This acoustic model contains about 230000 Gaussian components. In
spite of efficient Gaussian selection, this model is too large for real time decoding. We
built two smaller model sets, composed respectively by 3600 states 24 Gaussian each
(90k Gaussian, noted 90K g) and 936 emitting states (60k Gaussian, noted 60Kg). Tests
are carried out by using the pruning scheme of the 3xRT system (3xRT); CPU-time is
computed on a small server (2.2GHz opteron, only one process dedicated to the test).
Results show that the 90k model allows a very significant gain in term of efficiency,
since the WER is increased of about 0.5% absolute.The model 330k, composed by
5200 emitting states is too large considering the amount of training data.

Table 1. WER of systems according to the number of Gaussian components

Acoustic model 60Kg 90Kg 230Kg 330Kg
WER 25.8% 24.7% 24.2% 24.5%
RealTime Factor 1.6 1.9 29 34

3.3 Lexical and Language Models

The linguistic resources are extracted from two corpora: newspaper Le Monde from
1987 to 2003 (330 Million words) and ESTER (960K words). The trigram language
model was learned on the corpus Le Monde and ESTER training set. It is obtained
by a linear combination of three models; the first two were learned on the data of Le
Monde 1987-2002 and on Le Monde 2002-2003, and the last on the ESTER corpus.
Lastly, these models are mixed into an unique model with interpolation coefficients
determined by the ESTER development corpus entropy. The language model used by
the 10xRT system is based on a lexicon of 65000 word (named 65Kw)and and language
model including 16.7 Million of bigrams and about 20M of trigrams. In order to reduce
the computational cost due to the size of lexicon, we built a 20000 word dictionary
(named 20Kw) for which the out of vocabulary rate is about 1.2% (0.5% for 65Kw
lexicon) results are compared to the ones obtained by using the 65000 word lexicon.
The table 2 compares the results obtained by using this two LM, for 60Kg and 90Kg
acoustic models. For these tests, the system is configured in one drastic pruning scheme
(noted 1xRT), according to the targeted real-time decoding. Results of the system based
on 65Kw lexicon and 90Kg acoustic model obtain very good results (24.7%WER),
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while being under the 2xRT; moreover, the configuration 90Kg and 65Kw represents
a very good trade-off which could be reached by using a more recent processor. Finally,
by using acoustic model of 90K Gaussian and a lexicon 20000 word, the system runs in
about 1.0OxRT and reach a WER of 26.8% (cf. table 2).

Table 2. WER and real-time factors for Speeral decoding according to the lexicon size, the size
of acoustic models, and the pruning scheme

System 20Kw 65Kw 20Kw 65Kw 65Kw
60Kg 60Kg 90Kg 90Kg 90Kg
IxRT 1xRT 1xRT 1xRT 3xRT

WER 28.5% 27.5% 26.8% 25.6 24.7%

Real time factor 0.7 0.9 1.0 1.3 1.9

4 Conclusion and Perspectives

We presented the main aspects of the LIA real time transcription system. An efficient
architecture is proposed and we provide a full methodological framework for fast A*
decoding. Our results shows that real-time can be reached while remaining the func-
tional model of our baseline system. This real-time system obtained an absolute WER
of 26.8% WER. This system ranked 2 in real time transcription task of the ESTER
evaluation campaign.
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Abstract. Rhetorical structuring is field approached mostly by research in natu-
ral language (pragmatic) interpretation. However, in natural language generation
(NLG) the rhetorical structure plays an important part, in monologues and dia-
logues as well. Hence, several approaches in this direction exist. In most of these,
the r